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Abstract 

The worldwide technological revolution with mass adoption of automation and AI 
has been transforming the role of data in modern-day life and end-users find 
themselves riddled by the dilemma between convenience and privacy. In this 
context, data literacy proves to be important more than ever. As literacy paves the 
way to human knowledge, data literacy opens the door to a world with human-
beneficial technology. This research utilized the grounded theory approach to 
perform an inductive analysis on different materials on data ethics of varying 
lengths and formats. It aims to point out one or more common themes in existing 
educational approaches on data ethics in the context of data literacy training. The 
analysis of nine sources resulted in the identification of a central theme of training 
on data ethics which is stakeholders’ ethical role in education, society, and 
technology. Stakeholders in education comprise roles such as educators, 
researchers, students. Stakeholders in society are every individual, including 
people with high social status such as policymakers, judges, and politicians whose 
actions have a direct impact on humankind. Stakeholders in technology are not 
necessarily individuals such as users or developers; they could also be 
professional societies, philanthropic organizations, and corporations. The findings 
show that current educational approaches for data ethics in higher education 
emphasize the awareness of learners and their active role in shaping the world 
regardless of their disciplines. In the long run, the findings of this research could 
serve as a starting point for further scientific research on the teaching of data 
ethics. Teaching approaches need not be stakeholder-centric; however, as proven 
during the analysis, it is notable to consider the stakeholder’s roles and 
responsibilities.  
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1 Introduction 

1.1 Topic relevance 

The world is in the midst of the Fourth Industrial Revolution (Industry 4.0) with 
the mass adoption of automation and artificial intelligence (AI). This revolution 
introduced the dominant presence of data and its indisputable role in both private 
and professional life. Humans can now not only be regarded as their own entity, 
but also as data entities. This transition proposes a problem, as many people are 
not aware that they and the data they are creating are victims of exploitation. 
Modern-day life has seen a rise in discussions on data breaches, mass 
surveillance, and AI malfunctions. The public debate comprises of the most 
different narratives. Whereas a portion of society willingly adopts new 
technologies such as AI-based voice assistants and even microchip implantations, 
many skeptics do not possess smartphones nowadays. End-users find themselves 
riddled by the dilemma between convenience and privacy.  

A technology consumer should understand both the benefits and the impending 
threats that a product or service could bring in an ideal scenario. Ideally, they are 
aware of the data being collected and generated, and the potential implications 
they could face. These are all competencies of data literacy. Thus, data literacy 
can enable anyone to take a stand in a nowadays data-centric world. Whereas the 
traditional meaning of “literacy” entails being able to read and write, “data 
literacy is the ability to collect, manage, evaluate, and apply data, in a critical 
manner” (Ridsdale et al. 2015). As literacy paves the way to human knowledge, 
data literacy opens the door to a world with human-beneficial technology.  

1.2 Subject of the research 

Current happenings show that data literacy is gaining importance as an academic 
competence. Along with the efforts in establishing data literacy as a basic 
academic competence, it is crucial to consider its ethical aspect. While data 
literacy promotes the necessary skill to understand and use data in a critical 
manner, data ethics is a step further that requires this manner to be ethical. A 
public survey from Hochschulforum Digitalisierung (HFD), a joint initiative of 
Centrum für Hochschulentwicklung (CHE), Hochschulrektorenkonferenz (HRK) 
and the Stifterverband, found out that competence on data ethics plays a 



 

 2 

significant role in society (Schüller, Busch & Hindinger 2019). To illustrate, data 
projects that concern sensitive personal data often require the professional support 
of data protection experts and data ethicists, who are qualified to perform data 
security measures such as pseudonymization. Similarly, other scientific research 
on data literacy has repeatedly mentioned data ethics as a crucial aspect of data 
literacy, mostly as the competence to work with data and apply data (Manduca & 
Mogk 2002; Maybee & Zilinski 2015; Ridsdale et al. 2015).  

Worldwide, there are various researchers and research groups that are actively 
contributing to exploring the topic of teaching data literacy in higher education in 
a variety of disciplines, for instance, social sciences, life sciences, and teacher 
education (Prado & Marzal 2013; Carlson & Bracke 2015; Dunlap & Piro 2016; 
Gibson & Mourad 2016; Wolff et al. 2016; Ming & Hui 2018). Regarding training 
on data ethics, even though some researchers have been vocal about the 
importance of this topic (Floridi & Taddeo 2016; Mittelstadt et al. 2016), there are 
fewer empirical findings (Manduca & Mogk 2002; Maybee et al. 2015; Ridsdale 
et al. 2015; Schüller, Busch & Hindinger 2019).  

Until now, training data ethics has been scarce and mostly optional, if at all 
offered for higher education purposes, even though it would benefit anyone 
regardless of socioeconomic and educational background (Royal Society 2019b). 
It is probably because the topic has not yet gained importance in the public 
consciousness and that people with a higher level of education (e.g., data 
scientists) are the first to be confronted with the topic. The underlying problems 
could be a lack of scientific findings regarding effective teaching methods and the 
ambiguity of data ethics as a subject.  

1.3 Research objectives 

In the transition towards a data-literate and data-ethical world, there is insufficient 
research on the implications of data ethics and practical educational approaches. 
This research aims to bridge this research gap by generating new findings on data 
ethics that would contribute to the education efforts towards widespread data 
literacy as a whole scheme. As many training materials on data ethics focus on 
higher education, it is suitable first to expand research in this area and, eventually, 
to other fields. The main questions that concern this research are: How can data 
ethics be taught in higher education? What would be the most effective 
approaches? What does “data ethics” mean for different audiences, especially for 
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educators and students? Why is it necessary to teach data ethics in higher 
education? How do teachings in data ethics differ pedagogically, geographically, 
and in different disciplines? These are a few questions that could aid in the 
exploration of a lesser-discussed aspect of data literacy. In the quest for possible 
answers, the research will focus on analyzing training materials to point out one or 
more common themes in existing educational approaches on data ethics in the 
context of data literacy training. 

1.4 Research method 

Due to the scarcity of relevant literature on data ethics training, which infers that 
training on data ethics has been largely undocumented, an inductive approach 
would help discover new patterns in training methods and course goals. The 
discoveries are essential to conceptualize educational approaches for data ethics in 
higher education (Gabriel 2013). For this reason, this research aims to utilize the 
grounded theory approach to analyze different materials on data ethics of varying 
lengths and formats, including university course module manuals, competence 
frameworks from institutions, and guidelines from professional societies.  

First introduced in 1967 by Glaser and Strauss, grounded theory methodology is 
an inductive approach to research which emphasizes the process of finding new 
theories and phenomena over testing existing hypotheses. It was initially designed 
for sociology, as both Barney Glaser and Anselm Strauss were active researchers 
and educators in this field. Later on, as Strauss continued to apply and teach the 
grounded theory approach, he and Juliet M. Corbin collaborated to develop the 
Straussian branch of the original approach. This work intends to follow the 
Straussian grounded theory approach (Strauss 1987), which demonstrates the joint 
effort of Strauss and Corbin (1990, 1998) to follow the constructivist interactionist 
tradition of qualitative research.  

The design of grounded theory procedures facilitates the development of concepts 
that explain the theories of social phenomena under study (Corbin and Strauss 
1990). The inductive nature of the grounded theory approach assists in a research 
attitude that considers the point of view of the subject under study, in this case, of 
the educators who designed the curricula. By choosing this approach, the research 
can concentrate on a thorough analysis of training curricula to extract well-
integrated concepts that would best explain how data ethics is being taught in 
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higher education, rather than imposing set criteria on a somewhat less discussed 
topic. 

1.5 Structure of the research 

Before diving deeper into data ethics, Chapter 2 will cover the knowledge basis of 
data literacy. This part dedicates to clearing doubts about the relevance of data 
literacy in today’s world. Section 2.1 will illustrate the global impact of 
information and data. Additionally, this part will justify the need for data literacy 
by naming two unprecedented incidents in recent years, i.e., Edward Snowden’s 
revelation of NSA files and the Cambridge Analytica scandal. Both events shed 
light on the inner working of unethical practices, the complexity of data 
manipulation, and the vulnerability of modern technology users.  

Next, Section 2.2 will introduce the definitions of data literacy. As a new research 
field, the definitions of data literacy have been evolving, with new findings 
constantly amending and modifying their forerunners. Various terms such as 
statistical literacy, information literacy, data information literacy reflect nuances 
of data literacy (Schield 2004; Stephenson & Caravello 2007; Qin & D’Ignazio 
2010). Even though each term indirectly or directly targets data, a distinction 
between purely statistical competences and other social competencies such as 
ethical practice is needed. 

Following an overview of the definitions, Section 2.3 will shine a light on the 
current state of data literacy education in higher education. Depending on the 
definition, which typically directs towards a specific audience (Crusoe 2016), the 
focus of data literacy education could vary greatly. Among others, both statistical 
and ethical competencies are considered competences in data literacy. This section 
will cover current training offers by universities and organizations worldwide. For 
example, the Open Data movement, Hamburg Open Online University (HOOC), 
and Open Educational Resources (OER) are frontline initiatives advocating data 
literacy. Despite such movements still being relatively modest in quantity, their 
moderate success gives hope for data literacy. 

Chapter 3 will move away from data literacy in general and investigate the 
specific topic of data ethics. However, as data ethics is a new topic as well as a 
broad term, Section 3.1 will define the scope of the research object. First, there 
will be a review on moral philosophy to ascertain the application of ethics in 
technology. Second, the section will sketch out the three conceptual axes of data 
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ethics: the ethics of data, the ethics of algorithms, and the ethics of practices 
(Floridi and Taddeo 2016). Third, Section 3.2 will layout the prerequisites for eth-
ical data practice. In particular, this section will take a brief detour to dig deeper 
into the topic of ethical oversight to prove that it could be a complex undertaking. 
Then, the section will report current good practices from governments, profes-
sional societies, institutions, and companies. Additionally, as promising as the 
potentials of better data practice, there are outstanding issues needing resolution in 
order for current progress to move forward. 

In Chapter 4, the research will continue with the analysis of data ethics in the 
context of data literacy for higher education. Section 4.1 will clarify the research 
focus. When it comes to handling data, there are different expectations according 
to each user. In the academic field, ethical data practices would mostly be required 
for research activities. However, the scope is much more significant. Many 
majors, especially but not exclusively programming-oriented ones, prepare 
students for the professional world, where the decision-making process should 
base on ethical grounds (Maybee et al. 2015). Higher education provides the 
stepping stone to the professional world, including but not limited to professions 
in data science. From the beginning, assignments and projects sensitize students to 
handle data, e.g., survey results or gathering information for essays or 
presentations. During this phase, students form their work ethics, where data 
ethics also play a role. Next, Section 4.2 will justify why a qualitative method–the 
grounded theory methodology–is more suitable for gathering new findings on data 
ethics. Section 4.3 will explain the methodological approach will be explained in 
greater detail, i.e. the creation of the data base and methodical procedures. 

Chapter 5 will present the analysis results and document every step of the analy-
sis. This chapter will give an account of the analysis from the beginning phase, to 
the building of categories and subcategories, the identification process of relation-
ships between categories, until the emergence of the central category.  

Chapter 6 will evaluate the research findings based on the initial the research ob-
jectives. Furthermore, it will discuss the analysis process in terms of insights and 
challenges. The chapter will provide an outlook on the implications of the re-
search findings and suggest the next steps for future research in the field of data 
ethics training in the context of data literacy.  
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2 Data literacy 

2.1  Context and relevance 

2.1.1  Global impact of information and data 

With the emergence of the Internet and social media, we are transitioning to a 
hyper-connected world. Access to information, which was formerly a privilege of 
scientists and governments, now has become a universal right as listed under Goal 
16.10 in the 2030 Agenda for Sustainable Development: “Ensure public access to 
information and protect fundamental freedoms, in accordance with national 
legislation and international agreements” (UN General Assembly 2015). One of 
the two indicators for this goal entails the measurement of countries that adopt and 
implement constitutional, statutory, and policy guarantees for public access to 
information. The Secretary-General's report on the progress towards the 
Sustainable Development Goals confirmed the number of countries with binding 
laws and policies giving individuals a right to access information held by public 
authorities at 127 as of 2019, as visualized in Figure 1. In the past ten years, at 
least 43 countries have reached this goal, 40% of them in Africa (UN Economic 
and Social Council 2020). 
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Figure	1:	Countries	that	adopt	and	implement	constitutional,	statutory	and/or	policy	
guarantees	for	public	access	to	information	(UN	Statistics	Division	2019)	

Before the launch of the World Wide Web in 1992, means of accessing 
information consisted of mouth-to-mouth knowledge transfer, and then to written 
records, ranging from engravings on stone caves to books, and along with the 
emergence of the television, through audio-visual formats. These means have one 
thing in common: their locality. Even if it is possible to transmit television shows 
within a vast area, it was unlikely that a person in a particular place could 
simultaneously watch the same thing as someone else sitting across the globe. The 
Internet, however, surpassed this limitation. Nowadays, virtually all television 
shows, radio shows, and other multimedia products could be watched and heard 
from anywhere in the world, as long as there is a functioning Internet connection. 
In other words, the Internet has disrupted society and the old way of interpersonal 
communication (Fuchs 2008). 

The “glocalization” of Web2.0 (Boyd 2005) helped diminish the physical and 
temporal barriers and enabled immediate access to information. While people 
need a lead time to write a book or produce a movie, the Internet allows 
instantaneous sharing of information. Some prominent examples are live-streamed 
webcasts or collaborative tools e.g., Google Docs, which allow multiple users to 
work on the same document in real-time. For instance, considering academic 
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information exchange, the Internet has enabled new opportunities (Bik and 
Goldstein 2013). Besides conferences, congresses, and exhibitions, scientists now 
can interact with each other on social networks to follow discussions, post 
content, and discover peers (Noorden 2014). Between face-to-face and online 
interaction, online discussion facilitates the exchange on a transnational level, 
regardless of each scientist’s geographical location. Needless to say, ease of 
exchange is not the sole factor in evaluating the effectiveness of online 
collaboration, nor is it possible to conclude that online collaboration trumps over 
face-to-face interactions. Other factors must also be taken into consideration, e.g., 
content quality and user-friendliness. On the other side, in the business world, a 
survey by IT consulting company Accenture in 2019 revealed that “technologies 
associated with real-time data capture and analysis” were ranked the most critical 
technology for transforming/improving business processes (Ghosh, Burden & 
Wilson 2019). 

The discrepancy between two persons regarding access to information lies in the 
fact that a person may possess all prerequisites for this task, whereas the other 
does not. Those prerequisites imply that one knows where information is stored 
and how s/he could retrieve this information. In the context of a hyper-connected 
world, direct access to an Internet-enabled device, better Internet connection, and 
a thorough understanding of information-retrieving tools are factors in deciding 
who can gain better access to information. Among the three, technological 
competence is critical, as it is possible to purchase better devices and equip faster 
Internet connection, but data information literacy must be acquired through 
learning and practice. 

As of June 2020, the search term “data” generates about 7,670,000,000 results in 
the Google search machine. Meanwhile, there are about 154,000,000 results for 
the search term “data literacy.” It is imperative to clarify that data is a broad term 
with contextual ambivalence. For a computer programmer, data could be binary 
strings making up programming commands. For a market researcher, data could 
be demographics collected from a survey. For a politician, data could be polling 
results. Just as information is vital for every sector and every profession, everyone 
generates, collects, analyzes, or shares data at one point in their life. Section 2.2 
will discuss the relationship between information and data. Indeed, the volume of 
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data/information created worldwide has been rising exponentially since 2010, as 
shown in Figure 2: 

	

Figure 2: Volume of data/information created worldwide from 2019 to 2025 (in zetabytes)  
(Holst 2020) 

Data has become such a prominent element of modern life that the digital 
transformation is yielding visible societal changes. The following are a few 
examples showcasing changes in a data-driven society.  

In the business world, companies are spending more and more on digital 
transformation (Ross et al. 2016). An MIT survey on 179 large publicly traded 
firms revealed that the output and productivity at companies where data-driven 
decision-making was adopted are 5 to 6% higher than those of less data-driven 
counterparts (Brynjolfsson, Hitt & Kim 2011). The consulting industry expected 
global market volume growth between 2017 and 2020 of 13% to $296 billion, 
with a high growth rate of 8% in technology consulting, equivalent to $53 billion 
(Freiland 2016). The position of Chief Data Officers is becoming more popular 
(Wiseman 2018). A Chief Data Officer makes decisions on the data acquisition of 
a company. Having been used repeatedly over the last few years, from a cynic 
point of view, “digital transformation” is a buzzword for a particular management 
fashion, namely for IT-enabled change initiatives (Abrahamson 1996; Reis et al. 
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2018). To thrive in the competitive market, businesses and companies will have to 
continue innovating their operations, adopting new technologies, and investing in 
human competence (World Economic Forum 2020). 

Data, as well as the digital transformation, have such a pronounced effect on 
humankind, that the emergence of digitization marked the beginning of a new 
generation called “Digital Natives” (Prensky 2001). Opposed to Digital Natives, 
Digital Immigrants are born and grew up in a world where digital technology was 
not substantial, but they are orienting themselves in a digitally-driven world 
(Palfrey and Gasser, 2008). Nowadays, the emergence and rapid development of 
social media platforms significantly affect our lives. There are many research 
findings on the positive and negative impacts of social media platforms on end-
users (Kaplan and Haenlein 2010; Ngai, Tao and Moon 2015; Kapoor et al. 2018). 
There is no need to go into further details to grasp the importance of digital 
technology in private life. 

In the public sector, the digital transformation is bringing in changes to all areas, 
including government institutions (Janowski 2015), public health management 
and healthcare services (Gotz and Borland 2016), urban and city planning 
(Mityagin, Drojjin, and Tikhonova 2017), nonprofit organizations (Beier 2018) 
and other areas. Not only do databases digitally document patients’ information or 
insurance information, but they also synchronize this data to ensure efficient 
patient management. In Germany, in particular, if previously, patients turn to 
clinics and hospitals when they need diagnoses and treatments, nowadays, health 
insurance providers such as the Techniker Krankenkasse have a reminder service 
for its clients to take preventive examinations and request appointments for 
regular check-ups. 

The invention of the Internet and the rapid technological revolution worldwide are 
bringing drastic changes to modern life. Enabling people with entirely new ways 
to access information, the digital transformation is happening in every aspect of 
life, from daily errands to changes in the mentality of a whole generation. Data 
has become such a prominent element of modern life that the digital 
transformation is yielding visible societal changes. 

2.1.2  The need for data literacy 

Besides the positive impacts of the digital transformation on our lives, the risk of 
unauthorized data sharing has become higher than ever before due to the ease of 
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data transfer. This risk poses a significant threat to users, as most digital services 
nowadays rely on the user’s data to customize the user experience to leverage 
their relevance in a highly competitive market. Personally Identifiable Information 
(PII) is one of the types of information vulnerable to leakage. Krishnamurthy and 
Wills define PII as “information which can be used to distinguish or trace an 
individual’s identity either alone or when combined with other information that is 
linkable to a specific individual” (2009). Misuse of PII can lead to devastating 
implications such as reputation or financial damage.  

In June 2013, with the help of journalists from the British news outlet The 
Guardian, Edward Snowden, a former CIA employee, disclosed approximately 1.7 
million documents of secret NSA data on a domestic mass surveillance scheme 
called PRISM. According to the leak, high-profile companies that collect and 
store vast amounts of user data like Yahoo, Facebook, Google, Skype, and Apple 
must oblige to hand over their data to the U.S. government (Greenwald and 
MacAskill 2013). The following day, he disclosed further information, this time 
expanding the surveillance scope, particularly an arrangement between the US, 
the UK, Canada, New Zealand, and Australia. The “Five Eyes,” as they were 
named, allegedly collaborated to monitor transatlantic communications through 
access to fiber-optic cables, satellites, and radio signals (Beaumont 2013).  

On the one hand, this incident is a prime example of what data competence can 
enable. Edward Snowden explained in his book “Permanent Record” (2019) how 
he had qualified for the NSA top-secret clearance TS/SCI, cleared the highest 
clearance in the US called “full scope polygraph,” and worked for the NSA at the 
age of twenty-two without having a bachelor’s degree nor an associate’s. Thanks 
to his technical expertise as a system engineer, he had the power to assess some of 
the most sensitive networks on the planet (Snowden 2019). recognized the 
problem with the data infrastructure of an institution where data security should 
have been a priority.  

On the other hand, the lack of adequate government reaction to the revelations 
raised questions from human rights activists about the state of democracy (Jouleva 
et al. 2013). During a public speech in January 2014, then-incumbent US 
President Barack Obama defended the NSA program, meanwhile admitted the 
necessity of specific reforms. Notably, he discredited the influence of Snowden’s 
disclosure (Mason 2014). Following the Snowden disclosure, Rasmussen Reports 
(2013), Gallup (Newport 2013), and the Pew Research Center (2013) conducted 



 

 12 

numerous polls to survey the public’s perceptions. There were mixed results, as 
shown in Figure 3: 

 

Figure 3: Public opinion of Americans on whether the NSA’s secret data collection without a sus-
picion of wrongdoing is acceptable (Statista 2013) 

In 2014, the following year after Snowden’s disclosure, a political data analytics 
firm called Cambridge Analytica gained access to 87 million Facebook profiles by 
securing a contract with Cambridge psychology professor Dr. Aleksandr Kogan’s 
company (Cadwalladr and Graham-Harrison 2018). Dr. Kogan worked together 
with the psychologist Michal Kosinski at Cambridge University, where Kosinski 
developed an online quiz on Facebook to draw users’ personality traits based on 
their activities on the social platform. When a user agreed to take part in the quiz, 
s/he consented for the app to access their personal information, and also personal 
data from other people in their social network. After a dispute between the two, 
when Kogan approached Kosinski with a contract offer from a company called 
SCL–Strategic Communications Laboratories–to psychometrically gauge millions 
of American Facebook profiles for undisclosable reasons and faced protest from 
Kosinski, Kogan went on to register his own company (Grassegger and Krogerus 
2016).  
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It turned out that SCL Group is the mother company of Cambridge Analytica. As 
early as 2015, The Guardian had already exposed Cambridge Analytica of its 
activity with Facebook data (Davies 2015). However, Cambridge Analytica first 
gained significant public spotlight after Donald Trump won the 2016 Presidential 
Election. In light of this coverage in March 2018, the company faced massive 
criticism for its data collection, micro-targeting, and manipulating Facebook users 
for political campaigning purposes (Cadwalladr and Graham-Harrison 2018). In 
its July interim report, the Digital, Culture, Media and Sport Committee of UK 
House of Commons made a statement on political advertising via micro-targeting, 
stating that there should be a ban on micro-targeting political advertising, and a 
national-level agreement on a minimum limit for individual political messages 
sent to voters (2018). Being the middleman, Facebook received criticism for 
having facilitated the data harvesting despite knowing about the potential abuses 
and received a monetary penalty of £500,000 from the UK Information 
Commissioner’s Office (ICO 2018).  

In retrospect, Edward Snowden’s disclosure of NSA files (Greenwald, MacAskill 
& Poitras 2013) and the Cambridge Analytica scandal (Cadwalladr & Graham-
Harrison 2018) showed how disrespect to personal data privacy and the unethical 
exploitation of data could bring about severe irreversible consequences. The 
incidents shed light on the complicated relationship between tech giants and the 
governments. Six months after Snowden leaked the NSA files, Google and 
Facebook, among nine other tech companies, formed the Reform Government 
Surveillance Coalition (RGS). Its advocacy aimed at reforms that would put the 
following six principles into actions: 1) limiting governments’ authority to collect 
users’ information, 2) oversight and accountability, 3) transparency about 
government demands, 4) respecting the free flow of information, 5) avoiding 
conflicts among governments, and 6) ensuring security and privacy through strong 
encryption (RGS 2020). Six years after the Snowden leak, in 2019, Amnesty 
International released a report on Google and Facebook, which commented on the 
RGS and criticized that their “exploitative algorithms” cause grave damages to 
human rights (Amnesty International 2019).  

Even though these incidents unveiled power abuse from influential tech giants and 
authorities, the weak public response posed a more significant issue. If the general 
public cannot understand the underlying problem, they cannot comprehend its 
consequences. The divide in data literacy competences poses a threat to data 
inequality. While advanced technology like predictive analysis can bring 
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advantages to a person, it could take away someone else’s benefits. The Edward 
Snowden and NSA files incident explicated that mass data collection for law 
enforcement purposes could lead to unjust incriminations where people could not 
object or acknowledge discrimination against them (Katal, Wazid & Goudar 
2013). During discussions at a Royal Society and STEM Learning workshop on 
data science skills in 2019, Dave Gibbs, Senior Computing and Technology 
Specialist at STEM Learning pointed out that “young people should be 
encouraged to ask questions about data even if they haven’t got the skills needed 
to process and analyze it. Not everyone needs to become a data scientist, but all 
young people need the ability to become informed and critical activists, 
particularly in an era of misinformation and ‘fake news’” (Royal Society 2019a). 

2.2  Definitions of data literacy 

Information is a broad term defined in the Cambridge Advanced Learner’s 
Dictionary & Thesaurus as “facts about a situation, person, event, etc.” 
(Dictionary 2020). The descriptive component making up a piece of information 
is called data (Griffin 2008). Because of this close relationship, the term 
“information literacy” often comes up while “data literacy” is discussed. Along 
with the technological evolution and the ever-evolving understanding of data, the 
implications behind information literacy and data literacy regularly change 
accordingly. 

Regarding the definition for the term “data literacy”, it is essential to consider the 
relationship between data literacy, information literacy, and statistical literacy. For 
example, a definition from Schield in 2004 addressed data literacy as an essential 
component of information literacy and statistical literacy. While information 
literacy requires the ability to “think critically about concepts, claims and 
arguments: to read, interpret and evaluate information”, statistical literacy requires 
the ability to “think critically about basic descriptive statistics”. Being data-literate 
means being able to “access, assess, manipulate, summarize, and present data” 
(Schield 2004, 8). In this context, the object of data literacy is, therefore, 
quantitative data. Schield is not the only proponent of this definition. Smalheiser 
published in 2017 an extensive guide for students called “Data Literacy: How to 
make your experiments robust and reproducible”. Having “data literacy” in the 
title, the book mainly dealt with experiment design and the proper use of statistics. 
Hence, in this context, data was still understood merely as quantitative data. 
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Researchers have come up with various definitions for the term “data literacy” 
(Schield 2004; Stephenson & Caravello 2007; Qin & D’Ignazio 2010). Definitions 
vary because they depend on the populus, i.e., the relevant population, that data 
literacy skills can affect. With each different target audience, the proposed 
definitions emphasize different skill sets. For the same reason, it is necessary to 
define the populus before making a definition, because it depends on the 
background and the needs of the populus.  

For instance, Crusoe criticized that “the definition for data literacy is myriad and 
narrow, despite its significance in today’s data-driven world” (2016). He then 
suggested a definition concerning a large populus as everyone who interacted with 
or is engaged by data: “Data literacy is the knowledge of what data are, how they 
are collected, analyzed, visualized and shared, and is the understanding of how 
data are applied for benefit or detriment, within the cultural context of security 
and privacy” (2016). This definition echoed that of Prado and Marzal in 2013. 

In this context, knowledge and understanding represent data literacy, and the 
object of data literacy consists of not only numerical data but also non-numerical 
data that could be transformed into other evaluable forms. Compared to Schield’s 
definition 12 years earlier, the standards have shifted from statistically evaluating 
data to understanding the implications of data usage in terms of security and 
privacy. It is an evolution of data literacy itself that reflects the development of 
information technology. The more accomplishments humans achieved in 
information technology, the bigger the need to consider their societal and ethical 
impacts.  

The relationship between data literacy and data-related professions is clear, as one 
precedes the other. However, data competence should be a fundamental 
requirement for other professions as well. Anderson, a proponent of “broad data 
literacy” pointed out that within a corporation, all managers and decision-makers 
should be data-literate to think in terms of evidence and facts. He stressed that 
they do not need to possess a deep understanding of data science, rather a general 
understanding of basic principles to protect themselves from manipulation and 
statistical biases (Anderson 2015). Anderson’s findings share a middle ground 
with Crusoe’s definition. Here, “broad data literacy” strengthens the usability of 
data literacy by illuminating a potential use case in the professional world. This 
research will lean on Crusoe’s definition of data literacy while keeping in mind 
the populus of the research scope, i.e., university students.  
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2.3  Teaching data literacy in higher education 

Depending on the definitions that target specific audiences (Crusoe 2016), there 
are different sets of criteria for competencies. Based on a cluster of interconnected 
core concepts, researchers can develop competence frameworks. Therefore, a 
framework suggests flexible options for implementation, rather than forcing a set 
of standards or learning outcomes, or any prescriptive enumeration of skills 
(ACRL 2015). The point of competence frameworks for data literacy is to assess 
understanding and application skills and standardize the evaluation of 
competences relating to data. Designing a training curriculum with the help of a 
framework can provide the premise for credible learning outcomes and evaluation. 

In the US, the ACRL first introduced Information Literacy Competency Standards 
for Higher Education (ILCSHE) in 2000. The purpose of this set of standards was 
to “[provide] a framework for assessing the information literate individual. [The 
Standards] also [extend] the work of the American Association of School 
Librarians Task Force on Information Literacy Standards, thereby providing 
higher education an opportunity to articulate its information literacy competencies 
with those of K-12 so that a continuum of expectations develops for students at all 
levels” (ACRL 2000). The American Association of Colleges and Universities 
(AAC&U), and various discipline-specific organizations have since adopted the 
standards. In 2012, ACRL declared the need for a revision of the standards, 
stating that they “do not provide enough guidance on visual literacy and digital 
literacy, often considered subsets of information literacy itself” (ACRL 2012). 
The new ILCSHE framework was filed in 2015 and adopted in 2016. 

Worldwide, there are various researchers and research groups that are actively 
contributing to exploring the topic of teaching data literacy in higher education in 
a variety of disciplines such as social sciences, life sciences, and teacher 
education. Following is a listing of courses on data literacy in higher education 
globally, which is in no way exhaustive. Nevertheless, it provides a rough 
overview of the efforts made by educators and researchers.  

In 2008 and 2009, Syracuse University offered a US National Science Foundation 
course, curriculum, and laboratory improvement grant-supported course in 
scientific data management (Qin & D’Ignazio 2010). Since 2009, supported by the 
US National Science Foundation, the Data Observation Network for Earth 
(DataONE) created educational modules for researchers to “ensure the 
preservation, access, use and reuse of multi-scale, multi-discipline, and multi-
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national science data”. It is committed to engaging “students and citizens in 
science through efforts that span the entire data life cycle, from data gathering, to 
management, to analysis and publication” (DataONE 2020). In 2012, the Lamar 
Soutter Library, University of Massachusetts Medical School, and the George C. 
Gordon Library, Worcester Polytechnic Institute, developed a curriculum 
framework for undergraduate and graduate students in science, health sciences, 
and engineering programs. Built upon this framework, the New England 
Collaborative Data Management Curriculum project was established and led by 
the Lamar Soutter Library at the University of Massachusetts Medical School 
(n.d.) in partnership with several libraries in the New England region. In 2014, the 
University of Minnesota introduced a flipped data management course to graduate 
students “who seek to prepare themselves as ‘data information literate’ scientists 
in the digital research environment” (Johnston & Jeffryes 2014). Stanford 
University offered a course on using data in journalism (Nguyen 2014). Despite 
the target audience being students in journalism, the material is also suitable for a 
broader audience. Carlson and Bracke (2015) performed a case study presenting a 
student-centered pilot program on data literacy at Purdue University. Through the 
College of Agriculture, the program was offered and was structured to be flexible 
enough to incorporate each student’s particular field of study. 

In the UK, during 2010-2011, the University of Edinburgh, in collaboration with 
the Institute for Academic Development, ran the project Research Data MANTRA 
as part of the Managing Research Data program funded by the Joint Information 
Systems Committee (JISC). This project aimed to reflect best practices in research 
data management in conjunction with Ph.D. teaching in three disciplinary 
contexts: social science, clinical psychology, and geoscience (Rice 2011). Later 
on, the resulting materials were made available through the Institute for Academic 
Development and EDINA for use by all postgraduate and early career researchers 
at the University of Edinburgh and made available generally through an open 
license (EDINA and Data Library, University of Edinburgh 2017). Also funded by 
JISC in 2011, the DataTrain project started at the University of Cambridge, which 
aimed to “equip first year postgraduate students with essential skills in looking 
after their research data for their Ph.D.” (Lloyd-Smith 2011) in Archaeology and 
Social Anthropology.  

In 2010, the library at the Hong Kong University of Science and Technology 
(HKUST) offered a one-credit course on information literacy under the general 
education free-elective framework (O’Connor & Wong 2010). A team of 



 

 18 

librarians taught the courses. The focus was on information literacy; however, 
there were also data-related topics, such as the use of socioeconomic data. Ting 
(2015) reported an engineering course of multimedia technology at a vocational 
institute in Taiwan. Students learned the theories of algorithms and related 
techniques of information and communication technology tools for various 
applications (Ting 2015).  

Besides straightforward courses, other movements and initiatives are also 
contributing to spread data literacy in higher education. One of such proponents of 
data literacy is the Open Data movement. Data and content are deemed “open” 
when they “can be freely used, modified, and shared by anyone for any purpose” 
(Open Knowledge Foundation 2020). The idea of open data dated back to the 
1990s (Chignard 2013). Nowadays, open data is a wide-ranging topic applicable 
to culture, science, finance, statistics, weather, environment, and many more. On a 
larger scale, in recent years, modern administrations have been embracing the 
Open Government Data philosophy (Ubaldi 2013). Open data has three key 
features: 1) availability and access, 2) reuse and redistribution, and 3) universal 
participation. These features explain why the Open Data movement is relevant to 
Data Literacy. It requires data competences from both sides. Institutions, 
organizations, and companies must know how to share their reusable and 
interoperable data. End-users have to know how to access, analyze, and interpret 
the data. In fact, the Open Knowledge Foundation is a vocal advocate of data 
literacy (Open Knowledge Foundation 2020). The Open Data movement is 
especially beneficial for education in general and higher education in particular. 
The more datasets there are, the more practice opportunities there are for students 
and researchers. However, alongside the positive aspects, there are also concerns 
regarding Open Data and data openness. This topic will be discussed further in 
Section 3.1. 

In line with the Open Data principles, the Open Educational Resources (OER) 
initiatives are also a strong proponent of data literacy. “OER are teaching, 
learning, and research resources that reside in the public domain or have been 
released under an intellectual property license that permits their free use or re-
purposing by others” (Atkins, Brown & Hammond 2007). OER’s creators often 
use respective Creative Commons (CC) licenses to indicate what others could and 
could not do with the resources. In particular, CC0, CC BY, and CC BY-SA are 
Creative Commons licenses that could be considered truly open for all public 
usages. “OER can include full courses/programmes, course materials, modules, 
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student guides, teaching notes, textbooks, research articles, videos, assessment 
tools and instruments, interactive materials such as simulations and role plays, 
databases, software, apps (including mobile apps) and any other educationally 
useful materials” (UNESCO 2015). The Hamburg Open Online University 
(HOOC) in Germany is a pioneer in this area. Eight social institutions actively 
participate in this inter-university network, including the Ministry of Science, 
Research and Equality, five state universities in Hamburg, the University Medical 
Center Hamburg-Eppendorf (UKE) and the Multimedia Kontor Hamburg (HOOC 
2020). 

The Open Data movement and OER are frontline initiatives advocating for data 
literacy. Despite such movements still being relatively modest in quantity and 
resonance, their moderate success gives hope for the future of data literacy. 
Training programs in higher education have to keep up with the rapid 
technological evolution to bring substantial added value. Ridsdale et al. (2015) 
concluded that “best practices for teaching data literacy education include 
collaboration between educators, organizations, and institutions to ensure goals 
are being met by all stakeholders; diverse and creative teaching approaches and 
environment including the effective use of technology; successive/iterative 
learning with complementary skills integrated (e.g. project--based learning); 
emphasizing mechanics in addition to concepts (i.e. practical, hands on learning); 
and increasing engagement with the content by using real world data.” 

All in all, as data is gaining importance in public and private life, data literacy is 
gaining momentum in the educational landscape. The need for data literacy is 
growing due to the growing complexity of new technological challenges. Though 
the selection of training programs has yet to be considered comprehensive, 
observations show that institutions, universities, and initiatives are making efforts 
to bring data literacy to higher education.   
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3 Data ethics 

3.1  Ethics and data 

3.1.1 Philosophical basis 

Ethics, or moral philosophy, is not a new subject. As early as around the fourth 
century BC in the Western world, there had been three major philosophical pillars 
making up the ancient Greek philosophy: Socrates, Plato, and Aristotle. Derived 
from the Greek “ethos”, meaning “custom” or “habit”, ethics is the branch of 
philosophy that deals with determining the proper course of action for humans. 
Ethics is about “doing the right thing; the philosophy behind it is about 
determining what those right things are, in a way that benefits the individual and 
society at large in a fair, just, and kind manner” (Boone 2017). In the East, 
Confucianism and Buddhism dominated the philosophical discourse. Despite its 
simple definition, ethics is a controversial topic, and different schools of 
philosophy view ethics differently. For example, the trolley dilemma (Thomson 
1985), the prisoner’s dilemma (Cunningham 1967), or the liar paradox (Rabaté 
2008) sparked how different schools of philosophy justify a decision differently.  

The schools of philosophy concerning ethics could be attributed to three main 
categories depending on the philosophical question. In particular, meta-ethics ask 
“What does ‘right‘ mean?”, normative ethics ask “How should a person act?”, and 
applied ethics ask “How do we act according to our moral principles?”. Despite 
differences in interpretations, each of the ethical theories could contribute to the 
definition of ethics as a multi-faceted concept.  

Meta-ethics investigate a broad range of questions and puzzles to inquire about 
the metaphysical, epistemological, semantic, psychological, presuppositions, and 
commitments of moral thought, talk, and practice (Sayre-McCord 2012). With the 
answers to those questions, meta-ethics explore the connection between values, 
reasons for actions, human motivation, and ways to support or defend the nature 
of ethical properties, statements, attitudes, and judgments. For instance, questions 
that fall within the meta-ethics’ domain could be: “Is morality more a matter of 
taste than truth? Are moral standards culturally relative? Are there moral facts? If 
there are moral facts, what is their origin? How is it that they set an appropriate 
standard for our behavior? How might moral facts be related to other facts (about 
psychology, happiness, human conventions…)?” (Sayre-McCord 2012). 
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Among the branches of normative ethics, it is notable to mention virtue ethics, 
consequentialism, and deontology. First, virtue ethics originated from the ancient 
Greek philosopher Aristotle. Virtue theory dictates that the good habits that 
humans form will lead to happiness and a good life. Therefore, the virtuous person 
is objected to practical wisdom, which means that s/he should strive towards 
making clear choices that will help shape the person s/he wants to become. 
Second, according to consequentialism and its derivative utilitarianism, outcomes 
are the ultimate merit. An action should lead to the best possible outcome, no 
matter the intention behind it. There is no set measurement scale for good 
outcomes, as well as it is subjective to determine the beneficent of these good 
outcomes. Nevertheless, consequentialists make clear that everyone matters 
equally. Third, deontology–the rival school of thought to consequentialism–
stresses the importance of the intention. Deontologists say that it is imperative to 
do the right thing, no matter the consequences. The German philosopher 
Immanuel Kant was a deontologist. He believed that the ability to reason gives 
humans moral status and that this moral worth is intrinsic.  

Besides normative ethics, during the Age of Enlightenment, a book by the 
Genevan philosopher Jean-Jacques Rousseau inspired the genesis of the social 
contract theory which then became a branch of ethics and was regarded as the 
leading doctrine of political legitimacy of the epoch (1762/1950). It concerns the 
power dynamic between the state and its citizens. Contractualism seeks to justify 
both parties' rights and responsibilities and claims that a social contract is the 
basis of legitimate authority. A legitimate state is one that its people granted 
consent to exercise power. 

Despite their differences, no philosophical school of thought is entirely right or 
wrong. Historically, schools of philosophy are not separated from each other, but 
they instead make up a patchwork system where successors either complement or 
contest the opinions of their predecessors. As a whole, they contribute valuable 
insights to the grand scheme of how humans should live. Regardless of one’s 
philosophical belief, studying and applying ethics remains essential. It teaches a 
person to be a good citizen, thus allowing them to exist in harmony with other 
beings. “Ethics in the broadest sense refers to the concern that humans have 
always had for figuring out how best to live” (Vallor 2019). Applied ethics can be 
found in all aspects of life: political, personal, and professional. The search term 
“ethics” retrieved 1129 documents from the Stanford Encyclopedia of Philosophy 
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(2020). Humans accumulate knowledge; thus, the discussion on how to apply this 
knowledge in the best way possible is a continuous process.  

3.1.2 The three conceptual axes of data ethics 

The teaching of ethics represents the branch of applied ethics which has been 
taught in more traditional disciplines for a long time, e.g., medicine, law, and 
engineering. In comparison to these disciplines, technology ethics has just 
emerged in recent decades. Since 2014, one of the world’s largest technical 
professional organizations, the Institute for Electrical and Electronics Engineers 
(IEEE), has been including technology into its annual international conferences on 
ethics in science and engineering. Today, IEEE has an entire division devoted just 
to technology ethics called the IEEE TechEthics program, i.e., the ethical and 
societal impacts of the technologies. As with most things in life, technology is 
never ethically neutral. Every technology reflects the values and decisions of its 
creators. What might be a benefit for a party could bring a disadvantage to others. 
With the rampant technological development, the world cannot lose sight of 
ethical issues; otherwise, humanity will more frequently face incidents like the 
Snowden revelations, or the Cambridge Analytica scandal. 

Data ethics find itself at the crossroad of technology ethics and data literacy. Data 
ethics concern the alignment between moral principles, the understanding of data, 
and data-related decision making. As illustrated in Section 2.1, data concerns 
everybody. From the collection to the evaluation of data, ethical issues 
continuously emerge. There are three main aspects of data ethics: the ethics of 
data, the ethics of algorithms, and the ethics of practices. The ethics of data 
concern how data is generated, recorded, and shared. The ethics of algorithms 
concern how AI, machine learning, and robots interpret data. The ethics of 
practice concerns devising responsible innovation and professional codes to guide 
this emerging science (Floridi & Taddeo 2016). 

During the discussion on the ethics of data, a recurring keyword is “big data”. Big 
data refers to the massive amounts of data collected, stored, and analyzed by 
anyone who has access to data sources. Most commonly, they are governments, 
companies, and services. Historically, people have been collecting data in analog 
forms, long before the emergence of digital technology. Since the invention of 
computers and digital storage, data has always been collected and analyzed. 
However, it is big data that holds a critical factor in the way technology has been 
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transforming the world. Thanks to big data technology, vast amounts of collected 
data can be analyzed to generate value (Watson 2014). Data is considered “a new 
source of immense economic and social value” (Emrouznejad & Charles 2019). 

Similar to “data literacy,” the definition for the term “big data” is ever-evolving. 
On an elemental level, big data can be defined using the 3Vs approach: volume, 
velocity, and variety (Zikopoulos et al. 2012). Big data refers to data that is huge 
in volume, high in velocity, and diverse in type. The term “big data” can be traced 
back to the mid-1990 when John Mashey, retired former Chief Scientist at Silicon 
Graphics, described the handling and analysis of massive datasets (Diebold 2012). 
Initially, very few people used the term “big data,” neither in the academic world 
nor in industries. As the 2010s decade came around the corner, amidst worldwide 
technological upheavals, “big data” became a buzzword frequently used in 
business and the popular media (Kitchin 2014). Discussion on big data started 
picking up as renowned publications such as The New York Times (Lohr 2012), 
Financial Times (Taylor 2012), Science (Mervis 2012), and Nature (Marx 2013) 
frequently reported on the subject.  

Big data can bring both benefits and harms to society. Better human 
understanding, social, institutional, economic efficiency, predictive accuracy, and 
personalization technologies reflect these benefits. Despite these achievements, 
unethical big data practice has and will potentially cause more harm to privacy 
and security, fairness and justice, transparency, and the autonomy of the 
individual. “Even when a data practice is legal, it may not be ethical, and 
unethical data practices can result in significant harm and reputational damage to 
users, companies, and data practitioners alike” (Vallor 2019). 

Two keywords that often come up with the collection and sharing of data are trust 
and transparency (Floridi & Taddeo 2016). While the lack of trust and 
transparency challenges the data collection, overstating trust and transparency will 
challenge data sharing. The ethics of data consider both sides of the spectrum and 
strives towards finding a balanced interplay of skepticism and openness in data 
practices. While initiatives like the Open Data movement promotes transparency, 
researchers have repeatedly misinterpreted the openness of data. In this regard, 
research that obtains data from social media platforms are proven to be 
problematic (Zimmer 2010, 2018; Hunter & Evans 2016). On the one hand, it is 
the researcher’s responsibility to acknowledge that data openness does not 
necessarily imply consent to data collection and exploitation for other purposes. 
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On the other hand, the recurring debate on research using social media data also 
reveals gaps in governance and regulations. 

Another axis of research entails the ethics of algorithms, which discuss the way 
AI, machine learning, and robots interpret data. Advanced analytics techniques 
such as text analytics, machine learning, predictive analytics, data mining, and 
natural language processing co-exist with the increase of data generated. 
Algorithms were designed as a delegate for making decisions, but they have yet to 
reach their maturity. Unintended behaviors, lack of foresight, the difficulty of 
oversight, distributed responsibility, various kinds of risks, are among other 
problems that have been confronting our society. The gap between algorithms’ 
design and operation (Mittelstadt et al. 2016) is the center of discussion around 
the ethics of algorithms. In 2016, the car company Tesla brought onto the market 
a new generation of the Model S and claimed to have equipped it with “full self-
driving hardware” (Tesla 2016a). The product launch took place only four months 
after a fatal accident caused by a flaw in the car’s autopilot mode, where the 
algorithm could not distinguish a white truck obstructing the path (Tesla 2016b). 
In Tesla’s defense, the fatality rate correlating with Tesla models is considerably 
lower than the average fatality rate among all vehicles in the US or worldwide.  

Nevertheless, while Tesla could justify its algorithm by blaming on immaturity, it 
shows that ethics requires more than “good intentions”. Without a conscious 
mindset for maximizing benefits and minimizing harms, many bad choices could 
still be made by persons who meant no harm (Vallor 2019). The shift in Google’s 
manifesto from “Don’t be evil” to “Do the right thing” aptly supports this point. It 
is possible to avoid making an unethical decision, yet this avoidance could still 
come at the cost of others. To “do the right thing”, as Google has put it, is “to 
follow the law, act honorably, and treat each other with respect” (Alphabet Inc. 
n.d.). Whereas the previous mantra prohibits conflict of interests, the latter 
directly requires that the decision-makers consider all stakeholders to ensure that 
the outcome will benefit everyone. There is a transition from compliance to 
conscience. 

The remaining axis of data ethics concerns the ethics of practices, focusing on 
devising responsible innovation and professional codes to guide the emerging 
field of data science. The development of new data products involves many 
parties, e.g., the programmer, the sponsor, the UX/UI designer, the technical 
support. Who should assume responsibility in worse cases, and if so, to what 
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extent? It is dangerous to separate science and technology developments from 
ethical evaluations (Leonelli 2016) unless technology is not designed to serve 
humans. Not only is a reflection on the potential impacts a critical task of a 
researcher, but it should also become an integral part of scientific work. 
Furthermore, if an ethical evaluation is lacking from the beginning of 
development, the chances are that a reflection afterward could only point out the 
problems, but it would be too late to start over.  

In short, ethics is a philosophical topic in which humans have been engaging since 
ancient times. Within the vast field of philosophy, ethics finds itself in the 
discussion of human morality and concerns in particular how humans should live. 
Whereas ethics has been a curriculum part of more traditional majors such as 
medicine, law, and engineering for hundreds of years, technology ethics has just 
been on the horizon since recent decades. On the foundation of established 
philosophical schools of thought, ethics has been evolving to accommodate the 
changes in modern society, especially in the hyperconnected world enabled by 
modern technology. At the crossroad of technology and ethics, data ethics was 
born. Three conceptual axes constitute data ethics. They overlook the ethics of 
data, the ethics of algorithms, and the ethics of practices. Each aspect associates 
with different ways that the use of data is affecting humankind. 

3.2  Prerequisites for ethical data practice 

3.2.1 Ethical oversight 

Among current literature on data ethics, the keyword that often comes up is an 
oversight. Oversight of data ethics must include all three aspects: data, algorithm, 
and practices. Despite its frequent association with authorities, oversight takes 
place not only via guiding frameworks and legal regulations but also via 
individual practice. Therefore, the discussion about ethical oversight must include 
both policymakers and end-users and data professionals to facilitate data 
democracy. 

On the personal level, ethical oversight ensures individual data control, 
transparency, equality, autonomy, and accountability (Transberg et al. 2018). As 
technology is created to serve humans, the human should be at the center of 
technology design. The data that technologies rely on are generated by humans. 
Therefore, it is comprehensible that individuals should be able to exercise their 
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right over their own data. However, individual data control requires an important 
prerequisite–data literacy. A person who is data literate is able to recognize lack 
of transparency and fairness in data collection. S/he is able to demand autonomy 
when it is not provided. Moreover, s/he is able to determine if a data source is 
reliable, and if the data collecting method is sustainable, hence accountability. 

On the professional level, each discipline needs its own code of conduct. 
Regardless of the differences in professions, one must make sure that his actions 
are not only compliant, but also cause no harms to others. Especially in the rapid 
expanding field of AI and machine learning, where there is much less control over 
the outcomes, even more thoughts must be put into the drafting of projects. In the 
recent years, at least 84 public-private initiatives have produced statements 
describing high-level principles, values, and other tenets to guide the ethical 
development, deployment, and governance of AI (Mittelstadt 2019). However, 
Mittelstadt also criticised that this is not automatically a good sign, as “AI 
development lacks (1) common aims and fiduciary duties, (2) professional history 
and norms, (3) proven methods to translate principles into practice, and (4) robust 
legal and professional accountability mechanisms” (2019). Governance of AI in 
general and algorithms in particular must monitor the incentives of stakeholders in 
AI development.  

On the political level, oversight poses questions about power, justice, and 
responsibility. Policymakers bear the responsibility to design legal frameworks 
that protect both individuals and government alike. Then again, revelations on 
mass surveillance programs from governments all over the world cannot help but 
raise questions about the motive behind these political arrangements. There is 
great demand for active citizen participation in the political discourse of data 
ethics. 

Ethical oversight is not a black and white topic. There is a fine line between 
ethical practice and skepticism. User’s trust is easy to lose because it concerns 
private data that can cause great harm if exploited. Some echo chambers have 
been forming in public discourse, especially on social networking platforms (), 
where the algorithms tend to suggest content based on previous interactions of the 
users. In the case of public opinion on artificial intelligence, Tegmark described 
three main camps with entirely different views as Digital Utopians, Techno-
Skeptics, and The Beneficial-AI; among the three, he identified himself with the 
latter group (2018). According to Tegmark, artificial intelligence can be extremely 
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beneficial for humankind, if and only if humans can ensure AI robustness that 
meets the standards of verification, validation, control, and security. Tegmark is 
one voice among many other influential proponents of the use of data and big data 
technologies. The Future of Life Institute (FLI), where he is a founding member, 
is a group of data experts who believe in a future where humankind will prosper 
with AI. FLI founding members include well-known figures such as the co-
founder of Skype Jaan Tallinn, DeepMind research scientist Viktoriya Krakovna, 
and SpaceX and Tesla Motors founder Elon Musk.  

Meanwhile, Techno-Skeptics are also vocal about their concerns, and the echo is 
getting louder (Achenbach 2015). Lanier (2011), Keen (2015), Barrat (2015), and 
Taylor (2015) are among others resonating voices who strongly criticize the 
erosion of privacy, technological dependency, as well as gender and racial 
disparities as a consequence of uneven adoption among different groups of 
people. Thus, it shows that even the body of experts has not been able to obtain a 
unifying view on the ethics of data, let alone the general public. There is a need 
for more direct exchange between these camps to foster constructive discussion on 
ethical oversight. exchange between these camps to foster constructive discussion 
on ethical oversight.  

3.2.2 Current practical implementations 

To possess data ethics is to acknowledge one’s moral values, set an intention 
before making any effort, and frequently review its potential consequences. Each 
person will know what s/he does not want to happen with the data that s/he 
generates. To be ethical in practice is to be aware that if something should not 
happen to oneself, it should not happen to others (Transberg et al. 2018). 

In a 2019 report, the British Royal Society identified the need to develop data 
science as a profession. Thereby, data scientists can adhere to a professional 
framework with “shared codes of practice, including appropriate governance of 
data collection and use and ethics training is an important short-term goal. In the 
longer term, professional bodies such as the British Computer Society and the 
Royal Statistical Society, could work with employers and universities and identify 
the skills needed for data scientists and consider how to address accreditation to 
ensure that students and professionals can be confident in the quality of new 
courses” (Royal Society 2019b). 
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Globally, the IEEE Global Initiative on Ethics of Autonomous and Intelligent 
Systems is a platform where individuals or representatives of organizations can 
exchange their standpoints, thus collectively prioritize ethical considerations in 
the design of autonomous systems. For two years from 2017 to 2019, over seven 
hundred volunteers helped to create Ethically Aligned Design (EAD), a 
comprehensive report that “combines a conceptual framework addressing 
universal human values, data agency, and technical dependability with a set of 
principles to guide autonomous and intelligent systems creators and users through 
a comprehensive set of recommendations” (IEEE 2019).  

With some new modern laws of data protection such as the European General 
Data Protection Regulation (GDPR) or the UK Data Protection Act as an 
adaptation of the GDPR, it became possible for an end-user to discover who 
collects and stores their data. The GDPR entered into force on 24 May 2016 and 
has been effective since 25 May 2018. It aims to protect natural persons regarding 
the processing of personal data and the free movement of such data. With its 
Europe-wide legality, the GDPR standardizes fragmented national standards.  

Even though the GDPR also impacted non-European businesses, there has not 
been an equivalent in the US and other countries. The GDPR and the UK Data 
Protection Act apply to personal data stored within European and British 
territories. For personal data generated inside Europe to be transferred to, 
processed, and stored in the US, where data protection standards are significantly 
lower, companies have to comply with the US-EU Privacy Shield Framework. 
Designed by the US Department of Commerce and the European Commission in 
2016, Privacy Shield is a critical enabler for transatlantic commerce. Its 
predecessor from 2000 to 2015 was the US-EU Safe Harbor Framework, which 
could not fulfill the standards of the 2016 European GDPR. On 16 July 2020, 
following the Schrems II case, the Court of Justice of the European Union ruled to 
invalidate the US-EU Privacy Shield1. Companies with activities within the 
European Union and the European Economic Area must now comply with the 
Standard Contractual Clause (SCC) to transfer their data to servers outside of 
these areas. Even though the transition from Privacy Shield-based to SCC-based 

 
1 Judgment of the Court (Grand Chamber), 16 July 2020, Case C‑311/18, Judgment 
ECLI:EU:C:2020:559 
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data handling could cause companies time, labor, and money, the decision to 
safeguard personal data generated inside Europe is definitely an ethical move. 

For professionals, there is a huge selection of toolkits for professionals and 
companies who want to make their practice more ethical. In the USA, the 
nonprofit Center for Humane Technology (CHT) was launched in 2018 by former 
Google design ethicist Tristan Harris. The main works of CHT consist of 
educating the public, informing policy change, and supporting technologists. CHT 
identified that the problem with tech platforms is their attention extraction 
economic model, where these platforms profit from human emotional contagion 
(Kramer, Guillory & Hancock 2014). Hence, CHT’s mission is to reimagine 
technology infrastructure and business models that actually align with humanity’s 
best interest. CHT created a worksheet called Humane Design Guide for product 
designers. By completing this worksheet, creators will be made aware of ethical 
decision-making, including potential applications for data collection, data sharing, 
and algorithms and the consequences. 

Developed by the Institute for the Future and Omidyar Network, EthicalOS is a 
toolkit for technology companies on how to be more ethical in operation. In 
Silicon Valley, Integrate.ai offers a solution based on artificial intelligence to 
manage customer relations using signals instead of personal data. In the same 
field, early 2020, the Singaporean Personal Data Protection Commission (PDPC) 
issued the second edition of the Model Artificial Intelligence Governance 
Framework. It is a set of guidelines on AI implementation for organizations. On 
the corporate side, big technology players such as Google, Apple, Microsoft, SAP, 
Accenture, and Twitter also published principles pledging ethical practice. In 
practice, there is room for discussions if these companies' practices have lived up 
to their own standards. 

For end-users, the number of privacy-first solutions and services is steadily on the 
rise. Most notably, there are Virtual Private Networks (VPN) providers that allow 
users to mask their actual geographical locations. Privacy-concerned Internet 
users may know the Tor Browser, a web browser developed by The Tor Project 
whose mission is to protect people’s identity online. Sharing the same dedication 
as The Tor Project, end-to-end instant messaging services such as Telegram, 
Signal, and Threema allow people to chat without the fear of being spied upon 
freely. For the more traditional way of communication, there is the Swiss-based 
end-to-end encrypted email service ProtonMail or the open-source email client 
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Thunderbird. Competing with Google, the search engine DuckDuckGo is pledging 
to help users “take back their privacy.” Similarly, the decentralized social network 
Diaspora envisions an online social world where users can control their personal 
data. 

The outstanding issue with digital products and services that users commonly 
encounter lies in lengthy Terms and Conditions (T&C), typically with small prints 
and legal jargon. Even though T&C are legal and come with virtually every digital 
service, they are not drafted with inexpert users in mind. Moreover, users tend to 
skip the T&C in order to use the services right away. This kind of practice 
challenges transparency; it has the potential to jeopardize users’ awareness about 
their rights to privacy protection. 

All in all, whereas data ethics overlooks the potential advantages and 
disadvantages data and the use of data can bring, ethical oversight is gaining in 
importance to promote good practices. Worldwide, there have been positive 
efforts in commercial products as well as in legislation. Nevertheless, not all 
countries and regions are on the same level regarding good practices. This 
disparity could lead to misalignment and even contradicting mindsets in practices. 
The world needs more good practices, especially on a global scale. More ethical, 
institutions, professional societies, universities, and companies should strive 
towards better collaboration. Regardless of emerging challenges, good practices 
need to keep up with technological advances.   
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4 Analysis of data ethics in the context of data literacy training 

for higher education 

4.1  Research focus on data ethics 

Current happenings show that data literacy is gaining importance as an academic 
competence. Along with the efforts in establishing data literacy as a basic 
academic competence, it is crucial to consider its ethical aspect. While data 
literacy promotes the necessary skill to understand and use data in a critical 
manner, data ethics is a step further that requires this manner to be ethical. A 
public survey from Hochschulforum Digitalisierung (HFD), a joint initiative of 
Centrum für Hochschulentwicklung (CHE), Hochschulrektorenkonferenz (HRK) 
and the Stifterverband, found out that competence on data ethics plays a 
significant role in society (Schüller, Busch & Hindinger 2019). To illustrate, data 
projects that concern sensitive personal data often require the professional support 
of data protection experts and data ethicists, who are qualified to perform data 
security measures such as pseudonymization. Similarly, other scientific research 
on data literacy has repeatedly mentioned data ethics as a crucial aspect of data 
literacy, mostly as the competence to work with data and apply data (Manduca & 
Mogk 2002; Maybee & Zilinski 2015; Ridsdale et al. 2015).  

Worldwide, there are various researchers and research groups that are actively 
contributing to exploring the topic of teaching data literacy in higher education in 
a variety of disciplines, for instance, social sciences, life sciences, and teacher 
education (Prado & Marzal 2013; Carlson & Bracke 2015; Dunlap & Piro 2016; 
Gibson & Mourad 2016; Wolff et al. 2016; Ming & Hui 2018). Regarding training 
on data ethics, even though some researchers have been vocal about the 
importance of this topic (Floridi & Taddeo 2016; Mittelstadt et al. 2016), there are 
fewer empirical findings (Manduca & Mogk 2002; Maybee et al. 2015; Ridsdale 
et al. 2015; Schüller, Busch and Hindinger 2019).  

The competency to use data ethically is listed in ILSHE, “Information Literacy 
Standards for Science and Engineering/Technology” (ILSSET) and “Information 
Literacy Competency Standards for Journalism Students and Professionals” 
(ILCSJ) by the ACRL. However, training on data ethics remains scarce and 
mostly optional, if at all offered for higher education purposes, even though it 
would benefit anyone regardless of socio-economic as well as educational 
background (Royal Society 2019b). It is probably because the topic has not yet 
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gained importance in the public consciousness and that people with a higher level 
of education (e.g., data scientists) are the first to be confronted with the topic. 
Chapter 3 illuminated that data ethics is an ambiguous subject. On the transition 
towards a data-literate and data-ethical world, there is a need for more research on 
the implications of data ethics and potentially practical education approaches.  

From 2013 until mid-2019, there has been a sharp rise in UK job-listings for ‘Data 
Scientists and Advanced Analysts’ (+231%) driven predominately by increased 
numbers of vacancies for Data Scientists (+1287%) and Data Engineers (+452%) 
(Royal Society 2019b). “Data Scientists are highly trained and curious 
professionals with a taste for solving hard problems and a high level of education 
(often Ph.D.) in analytical areas such as statistics, operational research, computer 
science and mathematics” (Watson 2014). Data Scientists often come from a 
mathematical or statistical background. However, according to Emma McCoy, 
Professor of Statistics and Vice Dean of Education at the Faculty of Natural 
Sciences, Imperial College London, the nature of skills is changing as well, 
mainly due to the increase of Machine Learning prediction tools based on 
historical data, an understanding of fairness and ethics would be required from 
Data Scientists (Royal Society 2019b) alongside discipline-specific skills.  

When it comes to handling data, there are different expectations according to each 
user. In the academic field, research activities often require ethical data practices. 
However, the scope is much more significant. Many majors, especially but not 
exclusively programming-oriented ones, prepare students for the professional 
world, where the decision-making process should base on ethical grounds 
(Maybee et al. 2015). Higher education provides the stepping stone to the 
professional world, including but not limited to professions in data science. From 
the beginning, assignments and projects sensitize students to handle data, e.g., 
survey results or gathering information for essays or presentations. Students are 
young adults who are forming their worldview and navigating their moral 
compass. It is at this crucial stage that they should be guided towards ethical 
values. Therefore, data ethics must be taught more widely across the globe. 

This work will concentrate on the teaching of data ethics. However, instead of 
solely focusing on ethics in data science, the main question that concerns this 
research is: Regardless of the discipline, how is data ethics being taught in higher 
education? This research aims to bridge this gap by generating new findings on 
data ethics that would contribute to the education efforts towards widespread data 
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literacy as a whole scheme. As many training materials on data ethics focus on 
higher education, it is suitable first to expand research in this area and, eventually, 
to other fields in terms of a more general audience. Generating new findings on 
data ethics would contribute to the education efforts towards broad data literacy as 
a whole scheme. The main interest of this research is training materials on data 
ethics. Therefore, it will prioritize these materials. As data ethics is considered a 
small aspect of data literacy education, the research will also consider materials on 
data literacy that include a portion of data ethics.  

4.2  Considerations for a qualitative method 

Quantitative research follows a deductive research process, starting with 
hypotheses that can be tested, asking questions about frequency and quantity. In 
contrast, qualitative research follows an inductive research process to gather 
explanations and meaning, asking questions about motive and mechanism 
(Coleman & O’Connor, 2007). Qualitative methods explore substantive areas 
about which little is known or about which much is known to gain new 
understandings (Stern, 1980). Additionally, qualitative methods can obtain 
intricate details about phenomena such as feelings, thought processes, and 
emotions that are difficult to extract or learn about (Corbin & Strauss 1998). A 
qualitative analysis of existing training syllabi on data ethics in higher education 
would help pinpoint common training objectives, training methods, and potential 
criteria for evaluating ethical data practices.  

Ethics is an emotional topic, one that concerns the ontological existence of human 
beings. Because teaching methods may vary, this work does not aim to describe 
the teaching of data ethics, rather conceptualize the frameworks of teaching data 
ethics. Whereas a quantitative survey can provide insight into the learning 
process, as training on data ethics has been scarce and mostly disciplinary, it is a 
challenge to collect enough data to represent the results. Then again, qualitative 
research methods are great tools for gaining new insights and substantiate 
ambiguous topics. For the particular purpose of this research, the grounded theory 
methodology was chosen in the hope that it would provide the right tools first for 
laying the groundwork for future findings on the teaching of data ethics with the 
extraction of pedagogical concepts. 

First introduced in 1967 by Glaser and Strauss, grounded theory methodology is 
an inductive approach to research which emphasizes the process of finding new 
theories and phenomena over testing existing hypotheses. It was initially designed 
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for sociology, as both Barney Glaser and Anselm Strauss were active researchers 
and educators in this field. Later on, as Strauss continued to apply and teach the 
grounded theory approach, he and Juliet M. Corbin collaborated to develop the 
Straussian branch of the original approach. Glaser remained faithful to the more 
positivist functionalist sociology of Merton and Lazarsfeld at Columbia, with 
whom he originally trained. Meanwhile, Strauss became increasingly 
constructionist in his thinking and remained an interpretive symbolic interactionist 
all his life, at least as devoted to developing interactionist theory as he was to 
methods (Clarke 2019). 

The theory harvested with the grounded theory approach is “derived from data, 
systematically gathered and analyzed through the research process” (Corbin & 
Strauss 1998). A theory is “a set of well-developed concepts related through 
statements of relationship, which together constitute an integrated framework that 
can be used to explain or predict phenomena” (Corbin & Strauss 1998). Although 
it is not necessarily the only end goal of doing research, a theory has a vital role in 
science (Strauss, 1995 via Corbin & Strauss 1998).  

The design of grounded theory procedures facilitates the development of concepts 
that explain the theories of social phenomena under study (Corbin and Strauss 
1990). The inductive nature of the grounded theory approach assists in a research 
attitude that considers the point of view of the subject under study, in this case, of 
the educators who designed the curricula. By choosing this approach, the research 
can concentrate on a thorough analysis of training curricula to extract well-
integrated concepts that would best explain how data ethics is being taught in 
higher education, rather than imposing set criteria on a somewhat less discussed 
topic. The researcher begins her research without any preconceived theories.  

Other researchers have been using the grounded theory approach to research data 
literacy. For instance, Maybee et al. (2015) conducted an inductive analysis of 
syllabi on information literacy and data information literacy at the nutrition 
science and political science faculties at Purdue University. The findings revealed 
the relationships between data literacy and other concepts in the syllabi and 
provided a comparison of training goals at these two faculties. 
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4.3  Methodological approach 

4.3.1 Data base 

After reviewing the literature on data literacy and data ethics and becoming more 
sensitized to the topics of the research in Chapter 2 and 3, the researcher started 
collecting data. Due to the nature of the research objectives, the analysis will 
mostly deal with secondary data, i.e., curricula, frameworks, published books, 
journals. Materials were accessed through the Google search engine, 
DuckDuckGo search engine, Ecosia search engine, Google Scholar, Elsevier, 
ResearchGate, Academia, and other indexes from May through July 2020. 
Resources were identified by using the keywords “data literacy training,” “data 
literacy curriculum,” “teaching data literacy,” “data literacy course,” “data ethics,” 
“teaching data ethics,” “data ethics course,” “data ethics curriculum,” “data ethics 
framework” as keywords. The researcher then narrowed the search results by 
picking out sources which concern the relevant target–undergraduate and graduate 
students. The query resulted in 27 sources of varying lengths and formats (see 
Appendices), including university course module manual, competence 
frameworks from institutions, and guidelines from professional societies. While 
there are syllabuses that dedicated data ethics explicitly, there are also general 
competence frameworks that only mention this topic briefly without going into the 
details.  

Therefore, to achieve comparability between sources, the researcher had refined 
the selection of sources for the qualitative analysis to only materials that discussed 
data ethics training in greater detail. Furthermore, due to differences in detail 
degree and format, some documents are taken fully into consideration, while only 
parts of other documents are chosen for the analysis. Typically, the chosen parts 
are the introductory parts, which include essential information such as learning 
goals, course content, and assessment methods. 

4.2.2 Methodical procedures 

The following procedures followed the Straussian branch of grounded theory 
methodology, which Anselm Strauss and Juliet Corbin further developed on the 
grounds of the original 1967 methodology from Glaser and Strauss. The 
undertaken techniques and procedures for developing grounded theory followed 
Strauss and Corbin’s recommendations in their 1998 publication on the basics of 
qualitative research. This publication served as a reference point so that the 
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following procedures could guide the analysis while granting the analyst the 
flexibility to adjust the sequence of steps along the way.  

As with researches applying the grounded theory methodology, the research 
started with an open coding phase. Open coding consists of breaking down the 
curricula data into discrete parts, close examining, and comparing for similarities 
and differences. Analysis of a word, phrase or sentence comprises of scanning a 
document, or at least a few pages, and afterwards returning to focus on a word or 
phrase that the analyst considers to be significant and analytically interesting. 
Then the analyst starts listing all the possible meanings of the word which comes 
to mind. The next step is to group events, happenings, objects, and 
actions/interactions that were found to be conceptually similar or related in 
meaning under more abstract concepts termed “categories.” Even though asking 
questions and performing comparative analysis are recurring analytic tasks and 
used systematically throughout the analysis, these techniques were especially 
useful during the beginning phase. Via open coding and the discovery of 
categories, concepts started to develop.  

In case a category was not fully developed, there were various ways to densify. 
First, the researcher could resort to theoretical sampling. Theoretical sampling is 
the act of asking questions to compare concepts derived from the evolving theory 
with other concepts to discover the variations among these concepts and further 
expand the properties and dimensions of the underdeveloped categories. Second, 
the analyst could expand a category by using the paradigm to determine whether a 
category denotes a condition, an action/interaction, or a consequence. The 
paradigm can make the nature of a category more apparent. Third, for an 
underdeveloped category that denotes an action/interaction, it is worthwhile to 
observe whether a transformation of the process took place and how the 
actions/interactions evolve according to changes in their contextual factors. Even 
if an action/interaction tends to be a routine, it is still beneficial to clarify which 
factors provide the conditions for it to stay repeated. The theory could either spin 
around the process or do not correlate with the process. Nevertheless, the process 
provides insight into the evolution of actions/interactions over time and space 
(Corbin & Strauss 1998). 

Parallel to creating categories, the analyst also created subcategories and 
determine the relationship between a category and its subcategories through axial 
coding. Axial coding is “the process of relating categories to their subcategories, 
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termed ‘axial’ because coding occurs around the axis of a category, linking 
categories at the level of properties and dimensions” (Corbin & Strauss 1998). 
Occasionally, the researcher performed a microanalysis (microscopic analysis) of 
coded data. Microanalysis consists of “detailed line-by-line analysis at the 
beginning of a study to generate initial categories (with their properties and 
dimensions) and to suggest relationships among categories” (Corbin & Strauss 
1998). By performing microanalysis, an analyst could recognize “vivo concepts”–
phrases used repeatedly and so representing events that are probably important. 
Once categories are established, analysis becomes more focused on filling out 
those categories and verifying relationships. Microanalysis methodically 
combines open coding and axial coding. In the end, the most priority is to figure 
out the relationships between categories. 

Open coding, axial coding, microanalysis, theoretical sampling, paradigmatic 
observation, and process analysis are continuous procedures. Research design can 
only be best applied to statistical sampling, whereas with theory building, the 
researcher must continuously go back and forth between the data to gather new 
findings. Towards the end of the analysis, the analyst started to integrate and 
refine the theory by choosing a central category. This central category, which 
Strauss also referred to as the “core category” (1987), should meet a set of criteria. 
For example, the central category must be related to as many other categories and 
their properties as possible; the indicators pointing to the central category 
frequently appear in the data; the central category can be easily related to other 
data. The central category opens the doors to building the maximum variation in 
terms such as dimensions, properties, conditions, consequences, and strategies 
(Corbin & Strauss 1998). 

Along every step of the analysis, the analyst created memos to document their 
progress, thought process, and observations. These memos are equivalent to the 
field notes of social scientists. They reflect on how the actual analysis took place. 
Using these memos as reminders, the analyst could write up their research results 
in the most detailed manner possible. Another way to demonstrate the research 
progress is to utilize diagrams. Visualizations can emphasize structure, process, 
and relationships exceptionally well.  

During qualitative research, the analyst handled different formats of data and 
generated many memos. To optimize the workflow, the program MaxQDA was 
chosen as the analytic tool. This way, the analyst could have a better overview of 
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research materials and the analytic process. Besides, the use of MaxQDA helped 
increase the transferability and portability of research data, thus contributing to 
the reproducibility of analysis results.  
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5 Results 

5.1 The beginning phase of the analysis 

The main research objects of this inductive analysis are data literacy 
curricula/frameworks that address training on data ethics for undergraduate and 
graduate students. As shown in Table 1, there were nine from 27 collected sources 
used for the inductive analysis. These materials were chosen on the grounds of 
their direct reference to data ethics in the context of data literacy training. 

Table 1: List of sources chosen for the analysis 

Nr. Name Provider/Country Year Assessment 
methods 

License 
for re-use 

1 Data Science 
Ethics 

University of 
Michigan (USA) 

2020 Video 
lectures 

Graded quiz 

Written 
discussion 

Peer-graded 
assignment 

All rights 
reserved 

2 An Introduction 
to Data Ethics 

Markkula Center 
for Applied Ethics 
at Santa Clara 
University (USA) 

2018 Questions 

Case studies 

Free with 
permission 
to use 

3 Curriculum 
framework for 
undergraduate 
and graduate 
students in 
science, health 
sciences, and 
engineering 
programs 
(Module 4, 5, 6) 

Lamar Soutter 
Library, 
University of 
Massachusetts 
Medical School 
and the George C. 
Gordon Library, 
Worcester 
Polytechnic 
Institute (USA) 

2012 Questions 

Case studies 

Written 
discussion 

 

CC BY-
NC-SA 
3.0 
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4 Instructor Guide 
to Flipped Data 
Management 
Course 

University of 
Minnesota (USA) 

2014 Develop and 
implement a 
data 
management 
plan  

CC BY-
NC 4.0 

5 Data Management 
Expert Guide 
(Introduction & 
Chapter 5) 

CESSDA Training 
Working Group 
(Consortium of 
European Social 
Science Data 
Archives) (EU) 

2017–
2019 

Questions for 
ethical 
review (self-
assessment or 
formal) 

CC BY-
SA 4.0 

6 Guide to 
Developing a 
Data Protection 
Management 
Program 

Personal Data 
Protection 
Commission 
(Singapore) 

 

2019 Not 
applicable 

All rights 
reserved 

7.1 New England 
Collaborative 
Data Management 
Curriculum 
(Module 1) 

UMass Medical 
School, Lamar 
Soutter Library 
(USA) 

Since 
2012 

Case studies 

Questions 

CC BY-
NC-SA 
4.0 

7.2 New England 
Collaborative 
Data Management 
Curriculum 
(Module 5) 

UMass Medical 
School, Lamar 
Soutter Library 
(USA) 

Since 
2012 

Case studies 

Questions 

CC BY-
NC-SA 
4.0 

8 Learn to Analyze 
Educational Data 
and Improve your 
Blended and 
Online Teaching 
Massive Open 
Online Course 

Learn2Analyze — 
An Academia-
Industry 
Knowledge 
Alliance for 
enhancing Online 
Training 

2020 Graded quiz All rights 
reserved 
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(MOOC) Professionals’ 
(Instructional 
Designers and e-
Trainers) (EU) 

9 Opinion of the 
Data Ethics 
Commission 
(Executive 
Summary) 

Data Ethics 
Commission 
(Germany) 

2019 Not 
applicable 

All rights 
reserved 

 

A brief overview of the chosen sources reveals an assortment of training 
materials, ranging from university module syllabuses, course instructor guides, to 
expert guides from professional societies. Moreover, the sources also vary in 
origin countries, publishing year, assessment methods, and re-use licenses. Due to 
these differences, it is inevitable that the scope of these materials also differs 
significantly from each other. For example, while source #2 generally addresses 
the ethics of students in the role as data practitioners, source #3 specifically 
addresses competences in data management among students in science, health 
sciences, and engineering programs, where module 4, 5, 6 gave details of legal 
and ethical considerations for research data. Based on this observation, the 
analysis required prioritization of which parts of a source to consider. Therefore, 
with sources whose focus is specifically data ethics, the whole document was 
taken into account; with sources that were more general or included contents 
irrelevant to data ethics, only the parts dedicated to data ethics were taken into 
account. The parts chosen for analysis were also listed in Table 1. 

After the open coding process of the first two sources, several phenomena and 
categories emerged. Created with the visual tool MAXMap in MaxQDA, Figure 4 
visualizes the emerging categories: technology (blue), society (yellow), ethics 
(red), education (green), and undefined categories (black). By observing the 
keywords in Figure 4, the alignment between keywords and categories served as 
the basis for the category-building process. The emerging categories emerged 
from the most frequently used codes identified in the documents. 
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Figure 4: MAXMap after open coding the first two sources 

It was also possible to define subcategories that expand the characteristics and 
dimensions of their parent category. For example, on the second level 
of technology, some subcategories such as impact of technology, types of 
technology, characteristics of technology, and data even had deeper levels, which 
further refined the phenomena. On the other hand, other second-level 
subcategories of technology were not yet well-developed, such as technical 
experts, design, application of technology, and technology ethics.  

There are shared dimensions and properties between society, technology, ethics, 
and education. Human subjects research, a subcategory of education, concerns 
human behaviors, which are interhuman interactions occurring within a society, or 
interaction between humans and technology. Similarly, law, a subcategory 
of society, implies lawmakers' competence to draft and enforce technology policy, 
which falls under the scope of education and technology. Ethical practice, a 
subcategory of ethics, simultaneously refers to the application of technology, 
social impact, and academic, which are respective subcategories of technology, 
society, and education. Even though these clusters are by no means the final 
composition, they were able to provide a firsthand look into the thematic priorities 
of the first two sources. From this standpoint, the analysis continued to examine 
the differences and similarities between these two sources and other sources. 

5.2 Categories and subcategories 

After the analysis of source #1–2, it became possible to define the first categories 
and subcategories. According to Corbin and Strauss, a category consists of events, 
happenings, objects, and actions/interactions that were found to be conceptually 
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similar or related in meaning (1998). A category can be expanded in depth and di-
mensions, and similar concepts that make up a property or dimension of a cate-
gory form a corresponding subcategory. To clarify the relationship between a cat-
egory and its subcategories, the analyst could utilize axial coding. This process is 
essential for the analysis, because in this phase, not only are concepts and phe-
nomena identified, but they will also be examined more closely in terms of their 
nature. In particular, several techniques could aid in this process, namely theoreti-
cal sampling, paradigm coding, or process-oriented analysis.  

The analysis continued with source #3 (Curriculum framework for undergraduate 
and graduate students in science, health sciences, and engineering programs), #4 
(Instructor Guide to Flipped Data Management Course), and #5 (Data 
Management Expert Guide). Figure 5 and 6 show that the most frequently 
identified codes in these sources are different from the first two sources: 

 

Figure 5: Code clouds from sources #1–2

 
Figure 6: Code clouds from sources #3–5 
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In this context, commonly mentioned phenomena were data 
storage/archiving/preservation, data sharing/transmission, copyright 
protections, access to data, research data, personal data, use and reuse of data, 
and informed consent, which are predominantly subcategories of technology. 
Hence, with source #3, #4, and #5 being guidelines on data management for 
scientific research, the specializing nature was reflected clearly in the codes (Fig-
ure 5B). Subsequently, the category technology was expanded in depth and 
dimensions, especially within the subcategory data and data management. 

The analyst saw the need to question the relationship between data 
storage/archiving/preservation, documentation of data, and data backup. A 
microanalysis of sentences containing these terms was an attempt to seek 
clarification. Whereas the criteria for storage medium of tangible objects could be 
dimensions, capacity, or material, data is intangible; thus, the types of media used 
for storage are unique to data characteristics. Due to the intangible nature of data, 
it is necessary to consider the longevity of data storage media. If a medium is 
outdated, it becomes impossible to access the data that it stores. 

Therefore, when discussing data storage, it is inevitable to mention data 
documentation, data backup, and data migration. Data documentation describes all 
activities taken concerning the particular dataset and the handlings of metadata; 
documentation is the reference point for others to understand the handing of a 
dataset. Data backup ensures data storage on multiple media so that it is possible 
to retrieve the state of a dataset at a given point. A backup serves as a substitute or 
support. As with data migration, it means moving data to more viable platforms or 
standards when the medium in use poses a risk to become obsolete. In the end, 
data storage is to ensure that the data is retrievable for long-term access 
(archiving) and stays in compliant and stable formats (preservation), which ensure 
interoperability for data sharing. With other data-related measures such as 
documentation of data, data backup, and data protection, the process of data 
management started conceptualizing.  

To saturate the underdeveloped subcategory competences under education, the 
analyst applied theoretical sampling between guidelines for natural persons 
(sources #1–5) and a guideline for private organizations (source #6). The 
Singaporean PDPC enacted the Personal Data Protection Act (PDPA) in 2012. In 
2017, the PDPC published a guide for organizations on developing a data 
protection management program. Later in 2019, a revised version was published. 
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According to this guide, private Singaporean organizations should include 
personal data protection policies into their risk management framework. They 
could either appoint a Data Protection Officer (DPO) who oversees all personal 
data protection-related matters, a Data Protection Office with multiple positions, 
or outsource this position. The DPO has many responsibilities, such as ensuring 
compliance through data protection policies, fostering and communicating a 
culture for data protection, liaising with public authorities, and managing queries 
and complaints regarding personal data protection. Within an organization, 
training on personal data protection accompanies the employment journey through 
every step with varying levels of specialization depending on each employee's 
roles and responsibilities. However, for all staff, there is an onboarding briefing to 
communicate the fundamentals of the Singaporean PDPA and an interview to 
enforce requirements on proper handling of personal data upon exiting the 
organization. During the employment period, the organizations must periodically 
refresh and retrain their staff on data protection policies and processes.  

Using this example, the analyst recognized similarities between data management 
measures of a natural person and an organization. Whereas an organization needs 
to appoint a DPO, each person could be their own data protection officer. 
However, there are also dissimilarities between an organization and a natural 
person regarding legal obligations. An organization is obliged to clear 
communication and compliant execution of personal data protection policies and 
processes. It will undergo regular vetting from public authorities, in this case, the 
PDPC. The same obligation doesn’t apply to a natural person. As the PDPA 
applies to private organizations that collect personal data, a natural person is on 
the other side. Nevertheless, the PDPC recommends each individual to take 
responsibility for their personal data. By observing the legal obligations of private 
organizations, it was possible to conclude similar competencies for individuals, 
such as performing a routine assessment of protective measures and active 
initiation of queries or complaints regarding personal data. 

As the analysis progressed, the sources #7-9 helped densify the existing 
categories. The analysis also revealed some recurring concepts–two concepts 
derived directly from the sources (vivo concepts), such as informed consent and 
policy. Informed consent is essential for human subjects research. When data, 
especially (sensitive) personal data is collected, stored, and used, the data owner 
must be informed on the collecting methods, potential harms, purpose of the 
research, and future archiving and sharing of their data. As the data owners 
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become aware of measures taken to protect their anonymity and the 
confidentiality of their data, they have the right to consent and withdraw consent 
at any time. Besides the content-related aspect, data owners should also receive 
comprehensive information on the formality of informed consent. Consent is 
either written, verbal, one-off or processual, granular or general; furthermore, it is 
also possible to retrieve consent retrospectively.  

There are policies which decree, among other matters, how and when informed 
consent is needed for data sharing. The etymology of policy dates back to the late 
14th century, from Old French policie “political organization, civil 
administration,” from Late Latin politia “the state, civil administration,” and from 
Greek politeia “state, administration, government, citizenship.” Nowadays, the 
term “policy” suggests not only authorities but also organizations or institutions 
that exercise a certain amount of power over a body of people. It depicts the 
democratic aspect of policymaking. The topic policy links to policymakers, legal 
obligations, public interest, the relationship between ethics and law, and the 
relationship between law and oversight. In the context of data ethics, local 
institutions such as governments, universities, and research agencies often issue 
policies for data sharing and monitoring access to safeguard privacy, 
confidentiality, to establish ethical conduct, and to avoid conflicts of interests.  

Furthermore, it would be inaccurate to assume that policy is permanent because 
even on the small scale of this analysis, the notions of policy have been irresolute. 
The point of policymaking is to act on problems that emerge and change 
continuously in scope and nature. The microanalysis on informed consent and 
policy amplifies the ambiguous landscape of data ethics. Concerning data ethics, 
context remains an indisputable factor in every consideration. 

Besides vivo concepts, the analysis noticed two processes while overviewing the 
subcategories of data and education. First, data management indicates the process 
of managing data, from collection to sharing and preserving data. By recognizing 
this process, it was clear how the different steps in handling data described in the 
sources together portray an example of ethical practice. Second, teaching 
goals suggest the process of teaching, from the act goal setting to assessment. 
Teaching goals describe competencies missing or lacking before education and, at 
the same time, desired competencies afterward. This process assisted the analysis 
in identifying how the competences transform according to contextual changes in 
factors.  
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Gradually, the analysis resulted in the main categories gaining in subcategories; 
thus, the concept, idea, action, or phenomena behind each category became more 
evident thanks to the illustration by its subcategories. In terms of clarity, through 
the identification of vivo concepts, paradigm coding, theoretical sampling, and 
process-oriented analysis, it became possible to identify the nature of the relation-
ships between subcategories, e.g., causal conditions, attributes of the context, con-
sequences of actions, or intervening conditions (Bryant & Charmaz 2019). As the 
main categories started to become well-developed, the next step was to weave to-
gether the relationships between them. 

5.3 The relationships between categories 

At this point, it was necessary to re-analyze all eight sources to identify 
similarities and differences among the sources and the existing main categories. 
These are the categories that resulted from the inductive analysis using the 
grounded theory method: 

Table 2: Overview of the categories from the inductive analysis 

 

 

Education Ethics Society Technology 

academic 

competencies 

assessment 

data science 
training 

human 
knowledge 

open science 

teaching goals 

teaching materials 

data ethics 

research ethics 

ethical issues 

ethicist 

measuring ethics 

political aspect 

products of ethics 

ethical review 

codes of ethics 

societal groups 

life quality 

public interest 

economy 

law 

geographical 
boundaries 

 

application of 
technology 

characteristics of 
technology 

data 

design of 
technology 

stakeholders 

types of 
technology 
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Before deciding on a central category, the analyst integrated the relationships 
between all four categories and emphasized categories and second-level 
subcategories in italics: 

Education and ethics 

Many second-level subcategories of education intersect with dimensions of ethics. 
These are open science, data science training, and academic, whereas academic 
implies the teaching of ethics in higher education. The teaching consists of 
assessment via quizzes, teaching materials such as case studies about ethical 
practice or unethical practice, activities such as reviewing, reading, investigating, 
and teaching goals such as awareness about ethical issues. Across all sources, the 
most notable conjunction between education and ethics in research ethics. Source 
#5 explicitly laid out ethical skillsets for researchers while collecting, archiving, 
and sharing (sensitive) personal data for human subjects researches.  

Education and technology 

As a central part of scientific research, the quality of research data relies on 
advancing technology in data collection, data analysis, data 
storage/archiving/preservation, and the use and reuse of data. The sources 
indicated that research grant recipients nowadays are expected to submit a data 
management plan to accompany their proposals, regardless of their disciplines. 
Research data categorizes as a type of data, whose parent category data comprises 
other academic-relevant concepts such as data management and data sources. 
Among others, technical experts who undergo academic or vocational training, as 
well as universities and research agencies, are stakeholders in technology whose 
opinions, practices, and findings influence technology outcomes. 

Ethics and society 

For an action to be ethical, it must align with the shared values within a society. 
As stated in source #1, ethics is a human topic whose notions interwoven with the 
way of living of people in a society. Moreover, ethics precede law; each lawmaker 
should utilize his/her innate sense of morality to consider the potential ethical 
implications of legislation and make sure that the legal provisions live up to 
ethical standards (DEK 2019). The impacts of ethical considerations reflect 
the life quality among different societal groups in different areas of the world 
(geographical boundaries). The concept of legal ownership intersects with data 
ownership, with the latter dictating the legality of accessing, using, and sharing 
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data. Human civilization flourishes or decays, depending on the ethical values of 
its society. Thus, it emphasizes that ethics merely reflect shared values that the 
majority of society agree with and are embodied by codes of ethics. 

Ethics and technology 

Data ethics combine ethics and technology. Behind every technology that is 
beneficial to humans, there exists a conscious ethical decision. Figure 6 shows 
that ethics and technology go hand in hand in all sources; the content of segments 
coded with ethics-related codes covers an essential aspect of technology–data. 
Technology reflects the ethical practice of its creators, and ethics also plays a role 
in shaping technologies that serve humans and not the other way around. Through 
ethical reviews and codes of ethics, ethical concepts such as consent and 
protection find themselves becoming increasingly indispensable topics in debates 
about technology.  

 

Figure 7: Word cloud of segments coded with ethics-related codes 

Society and technology 

On the one hand, the speed, scale, and pervasiveness of technological 
development in society are rapidly gaining in prevalence. The stakeholders in 
technologies represent societal groups such as research funders, business owners, 
research institutions, oversight committees, and professional societies. The social 
impact of technology can be measured by the life quality of people in different 
world regions. Furthermore, as technology is an enabler for social flourishing, 
legal implications apply to maintain the superior role of humans over technology, 
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especially artificial intelligence. On the other hand, society gives meaning to 
technology because the application of technology takes place in societal contexts. 
For instance, in an economy, users signify a problem or need, technology then 
tries to solve that problem or fulfill that need.  

Education and society 

Society is the backdrop for educational activities. In particular, social sciences 
researchers are tasked with synthesizing human knowledge and understanding 
social arrangements and social phenomena. Educators could be considered 
a group of professionals in society that play a part in forming shared values and 
holding a stake in social consensus or social discord. Under some circumstances, 
when scientific research calls for personal data collection or reveals an intimate 
understanding of humans, there are legal restrictions that safeguard human 
rights. Laws are established upon agreement among different societal groups to 
maintain a state of equilibrium between interests and benefits. 
Subsequently, education ensures that not only people who work with data are 
aware of the possible consequences of their work on other people and society, but 
also lawmakers; in other words, through education contributes to the tending 
of public interest.  

5.4 The central category 

Throughout the integration of categories, the reasonings repeatedly pertain to a 
central theme–stakeholders’ ethical role in education, society, and technology. 
“Stakeholder” is “a person such as an employee, customer, or citizen who is 
involved with an organization, society, etc. and therefore has responsibilities 
towards it and an interest in its success” (Dictionary 2020). According to Strauss 
requirements, the central category must be related to as many other categories and 
their properties as possible; the indicators pointing to the central category 
frequently appear in the data; it can be easily related to other data. The central 
category opens the doors to building the maximum variation in terms such as 
dimensions, properties, conditions, consequences, and strategies.  

As the majority of syllabi and curricula do not require prior knowledge about data 
ethics, the topic is deemed suitable for stakeholders of all levels and disciplines. 
At the most elementary level, the training materials require that a person can name 
the stakeholders involved in a given situation. In the case of data ownership, the 
New England Collaborative Data Management Curriculum identified data as 
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assets, and multiple stakeholders such as institutions, funders, and scientists would 
want to claim their rights on this kind of intellectual property. Alternatively, in the 
case of data management, researchers have long been conducting their research 
within the legal and ethical frameworks and complying with other stakeholders’ 
policies, e.g., sponsors, government agencies, and institutions. 

The next skill that the materials proposed is the ability to distinguish and rank 
competing stakeholder interests. Not only is there the involvement of different 
stakeholders, but the guidelines also made clear that these stakeholders may not 
share the same interest. A person in a neutral position should be able to specify 
what each stakeholder wants and whose need is the priority. Source #2 made an 
example with a situation where there is the need to clean up a dirty dataset that 
will be used to train a smart pacemaker; in that instance, the primary stakeholders 
should be the patients who will receive the pacemaker implantation. Putting any 
other stakeholder’s interest over the patients’ would be betting against an ethically 
significant stake (Vallor 2018). 

Even if a person is not in a neutral position and also has a stake in a data subject, 
the training materials suggested a mental exercise in the form of “moral 
imagination.” This practice could help overcome mental hurdles that prevent 
people from doing what they know is right. The skill consists of asking oneself 
questions about the impact of one’s choice, then going a step further to imagine 
the person who bears the consequences of one’s action to be a friend or relative; 
similarly, this person could experience the joy that an ethical choice might bring. 
Imaginative empathy helps bridge the gap between being aware of the ethical 
obligations and fulfilling them. 

Concerning ethics in practical application, different groups of stakeholders need 
different types of training due to the difference in social and educational 
backgrounds. To illustrate, source #6 listed two groups of stakeholders within an 
organization–internal and external stakeholders–and outlined the recommended 
measures for onboarding these stakeholders when implementing a personal data 
protection management program (PDPC 2019). Typically, a board of directors or 
senior management would need a different kind of training than general staff 
training; experts such as the DPO would need a completely different set of 
guidelines. Source #9 acknowledged the knowledge gap between stakeholders. 
Stakeholders can only take advantage of enhanced access to data if they possess 
sufficient data-awareness and skills. The knowledge gap resulted in a 
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disproportion between stakeholder groups, where some stakeholders who have 
large reserves of data and better infrastructures may also have better access to data 
(DEK 2019). 

As backed up by the data, the category stakeholders have linkage to every other 
category. Stakeholders in education comprise roles such as educators, researchers, 
students. Stakeholders in society are every individual, including people with high 
social status such as policymakers, judges, and politicians whose actions have a 
direct impact on humankind. Stakeholders in technology are not necessarily 
individuals such as users or developers; they could also be professional societies, 
philanthropic organizations, and corporations. Regardless of their fields, each 
stakeholder acts on their moral principles; each possesses the means to become an 
ethicist. With stakeholders as the core category, it shows that current educational 
approaches for data ethics in higher education emphasize the awareness of 
learners and their active role in shaping the world regardless of their disciplines.   
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6 Discussion 

The beginning phase of this research posed multiple questions regarding data 
ethics and educational approaches: How can data ethics be taught in higher 
education? What would be the most effective approaches? What does “data 
ethics” mean for different audiences, especially for educators and students? Why 
is it necessary to teach data ethics in higher education? How do teachings in data 
ethics differ pedagogically, geographically, and in different disciplines?  

Regarding these questions, the findings suggest that current training approaches 
on data ethics in higher education center around the learner’s role as a stakeholder 
with ethical obligations. In other words, the training materials put focus on the 
ethical role of stakeholders in education, society, and technology. All materials 
under analysis specified concrete actions for different stakeholders–learners, 
researchers, managers. According to Bloom’s taxonomy (1956, for illustration see 
Appendices), the proposed skillsets match the levels of learning objectives: 

1. Knowledge (name the stakeholders, recognize their interest). 
2. Comprehension (distinguish different interests, defend the most ethically 

significant choice). 
3. Application (fulfill ethical obligations in practical application). 
4. Analyze (compare the knowledge base of different stakeholders). 
5. Synthesis (combine different interests, design a data management plan). 
6. Evaluation (consider potential consequences, evaluate the impact of 

choices). 

Thus, it is an indicator, more traditional concepts could still complement 
educational approaches in the rather new fields of data ethics and data literacy. 

In retrospect, an analysis using the grounded theory methodology was a tedious 
but worthwhile process. The analysis of the first two sources generated a 
significant amount of codes. However, at such an early stage, there was not 
enough data to build clusters. The codes indicated many possibilities for the way 
forward of the analysis. In fact, at one point, there was a significant imbalance 
between the number of codes for “education” and “technology” with the former 
being scarcely developed and the latter having multiple branches. As the process 
continued, the inductive approach proved useful in ensuring that the findings are 
grounded in data. The relationships between recurring concepts became clear. The 
more the progress advanced, the closer the findings inched toward theoretical 
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saturation, while new sources continue to add depth and dimensions to existing 
categories.  

As Bryant reported about researches conducted by his students using the grounded 
theory methodology (2017), in this case, the final results did not wholly match the 
initial expectation of the analyst either. Even though the analyst began coding 
with no preconceptions, based on the literature review on data ethics and the hope 
to conceptualize the frameworks of teaching data ethics in higher education, it was 
expected that the final theory would emerge from the more technical input. 
Despite being resided under the primary category technology, stakeholders 
suggest a rather societal aspect of data ethics and apply to a broader cadre than 
higher education. In addition, due to the inductive nature of the approach, the 
analyst must decide when the categories have reached theoretical saturation, 
which proved to be quite challenging. Nevertheless, the amount of gathered codes 
was enough to reach solid conclusions. 

Despite a conscious effort to achieve a diverse selection of sources, there are still 
geographical boundaries, as reflected in the selection of materials for analysis and 
worldwide discussion about ethics. Even though the world has seen a rapid in-
crease in high-skilled data practitioners in Asian countries (Evans Data Corp 
2019), the majority of scientific papers concerning data ethics training originate 
from the US and European countries. The research is based on materials 
originating predominantly from European countries and the US, except a source 
from Singapore. This problem echoed the disparities of ethical debates in general 
and data protection standards in particular in different world regions. Due to US 
and Europe-centric sources, topics tend to concern citizens’ rights in their 
respective countries only. In this regard, the findings in this thesis are in no way 
representative of all educational approaches worldwide. Nevertheless, they offer 
an empirically-grounded insight into how the thematization of data ethics in 
higher education. The initial goal was to determine practical educational 
approaches for data ethics in higher education. Later on, this goal proved too 
advanced for this field due to state of the art. The researcher decided to narrow the 
goal down to examining educational approaches. Based on this research, further 
researches can be conducted to measure the effectiveness of the approaches under 
analysis. 

The findings wholly align with previous insights from the literature review. First 
of all, they raise the topic of ethical review, ethical considerations, and 
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stakeholders’ ethical practice. All three terms cover the preparatory measures 
taken to guarantee ethical standards. Both an individual and an organization can 
perform an ethical review. In most cases, an ethical review utilizes a Code of 
Ethics as the framework for evaluation. Ethical consideration is a more abstract 
term for ethical review. Ethical considerations denote ethical thinking and 
reasoning that add up to ethical practices. As the sources have reported, ethical 
review, ethical considerations, and ethical practice are needed as early as but not 
restricted to the first stages of research. An ethical review implies compliance 
with legal requirements, whereas ethical considerations show awareness regarding 
ethical practice, which then should be exercised in regular intervals to become a 
“by default” mentality.  

Besides pointing out the premises of ethical practice, the findings suggest that 
there are different states of standards influencing practice, which explains the 
different ways stakeholders treat data. There are standards for data formats, 
professional standards (Code of Conduct or Code of Ethics), or legal standards. It 
is the responsibility of data practitioners such as researchers and system 
administrators to develop data management plans to ensure the protection of 
personal data, transparency in the process, and the interoperability of their data for 
sharing. For one thing, standardized data formats are essential for the 
reproducibility of research findings. In the case of professional standards, this is 
an overlooked topic. While data professionals are expected to act ethically, there 
are only a handful of official guidelines issued by governmental bodies such as the 
Code of Ethics adopted by the Croatian Committee for Ethics in Science and 
Higher Education, the Ethical Framework for Research approved by the Czech 
government, policy-relevant guidance on research ethics published by the German 
Ethics Council (Deutscher Ethikrat), or the Swedish Act concerning the Ethical 
Review of Research Involving Humans (2006:460). These guidelines 
predominantly target researchers and research activities, not data practices in 
general, for example, in software engineering or artificial intelligence. 

Besides, throughout the analysis, it was noted that the sources put great focus on 
data management, copyright protection, and privacy, which are legitimate 
concerns. However, nowadays, open access, open data, and open science are 
gaining popularity in social discourse. As researches rely on data, more findable, 
accessible, interoperable, and reusable data would foster a better research culture. 
There need to be more discussions on the gap between data protection and the 
right to access information. It would be beneficial for all stakeholders if there is a 



 

 56 

clear consensus on the impact of open data on data ownership. The sources show 
that concrete actions help minimize the risk of personal data exploitation and 
maintain data integrity, such as informed consent, anonymization, and 
pseudonymization. More educational guidelines on open data could serve as a 
companion to data protection regulations. According to the H2020 Program 
Guidelines on FAIR Data from the European Research Council, data should be 
“as open as possible and as closed as necessary” (ERC 2017).  

In the long run, the findings of this research could serve as a starting point for 
further scientific research on the teaching of data ethics. Teaching approaches 
need not be stakeholder-centric; however, as proven during the analysis, it is 
notable to consider the stakeholder’s roles and responsibilities. A human-centric 
educational approach is a suitable key pillar for teaching about data ethics in a 
human-centric technology landscape. 
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7 Conclusion 

The research started as a quest to assess the pedagogical characteristics of 
educational approaches on data ethics in higher education. With the help of an 
inductive analysis using the grounded theory methodology on training materials of 
data ethics, the research was able to conceptualize the teachings of data ethics 
with a statement that is grounded in data. Currently, the protruding concept of data 
ethics in the context of data literacy training for higher education is the ethical 
role of stakeholders in education, society, and technology. 

In essence, modern society is experiencing a technological revolution 
unprecedented in speed and scale. The revolution in technology brought about 
both positive and negative impacts. In this context, data literacy is becoming more 
critical than ever before. While literacy empowers humans to capture and receive 
knowledge, data literacy gives them the means to protect themselves and others 
from unfair practices and exploitations. It is proven to be an indisputable tool for 
not only students of all disciplines, but for anyone who has influence or is affected 
by data technologies.  

Current progress in teaching data literacy has laid down the groundwork for data 
ethics. Data ethics expand on the competences of data literacy and add to data 
literacy a moral element. In other words, it is necessary not only to possess 
competencies in handling data but also to understand the potential consequences 
of data practice in the societal, academic, and technological contexts. There are 
countries, institutions, professional societies, and companies who are actively 
contributing to a more data-ethical world. Nonetheless, all these efforts must 
inevitably keep up with technological advances. Despite new challenges, 
stakeholders should not lose sight of the positive changes that they could make. 

Although the research findings could shed light on the universal concept of 
current educational approaches, they have not yet been able to reflect the impact 
of these educational approaches. As discussed in Chapter 6, measuring the impact 
of training was initially a research goal. However, due to the ambiguity of data 
ethics as a topic, the research then prioritized first and foremost a 
conceptualization of educational approaches. Besides, despite the considerations 
concerning geographical diversity in source selection for the analysis, it was not 
possible to guarantee balance in the origins of materials. 
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Nevertheless, the research findings were able to substantiate how data ethics is 
being taught in higher education. Even though the literature review revealed 
various conflicting viewpoints regarding data ethics, in the end, the findings 
showed that the roles and responsibilities of stakeholders remain a quintessential 
factor. The findings could serve as a reference point for future training programs. 
On the grounds of a stakeholder-centric approach, future training curricula, 
competence frameworks, and future researches on teaching data ethics could 
benefit from a unified understanding of pedagogical goals in higher education. 
Data professionals should receive a thorough education on the Code of Ethics 
within their professions. More importantly, training programs could elevate 
students’ self-awareness as future experts in their field, regardless of their 
disciplines. For example, law students would later take part in policymaking and 
need a basic understanding of data ethics to judge policies fairly; students in 
political sciences need data ethics to assess data practice in politics more 
critically. Ethical data competencies are needed in all walks of life, and the human 
factor decides if the best scenario could happen. 

It would be encouraging to see more training programs with a more inclusive view 
on diversity, especially in the context of globalization. In addition to diversity, the 
findings prepared the groundwork for research on teaching data ethics in 
mainstream education. Younger generations are exposed to new technologies at 
much younger ages than their seniors; hence, they also strongly need guidance on 
the right mentality towards data. Lastly, despite being a less prominent theme 
among the findings, open data versus data protection could be a topic for future 
researches, as different stakeholders may have different views on the subject. A 
better understanding of this topic could bring more clarity to the curricula of data 
ethics training.  
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Appendices 

Materials on data literacy training with regard to data ethics 

Nr. Name Provider/Country Year License 
for re-use 

1 Data Science Ethics University of 
Michigan (USA) 

2020 All rights 
reserved 

2 An Introduction to Data 
Ethics 

Markkula Center 
for Applied Ethics 
at Santa Clara 
University (USA) 

2018 Free with 
permission 
to use 

3 Curriculum framework for 
undergraduate and graduate 
students in science, health 
sciences, and engineering 
programs (Module 4, 5, 6) 

Lamar Soutter 
Library, University 
of Massachusetts 
Medical School 
and the George C. 
Gordon Library, 
Worcester 
Polytechnic 
Institute (USA) 

2012 CC BY-
NC-SA 
3.0 

4 Instructor Guide to Flipped 
Data Management Course 

University of 
Minnesota (USA) 

2014 CC BY-
NC 4.0 

5 Data Management Expert 
Guide (Introduction & 
Chapter 5) 

CESSDA Training 
Working Group 
(Consortium of 
European Social 
Science Data 
Archives) (EU) 

2017–
2019 

CC BY-
SA 4.0 

6 Guide to Developing a Data 
Protection Management 
Program 

Personal Data 
Protection 
Commission 
(Singapore) 

2019 All rights 
reserved 
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7.1 New England Collaborative 
Data Management 
Curriculum (Module 1) 

UMass Medical 
School, Lamar 
Soutter Library 
(USA) 

Since 
2012 

CC BY-
NC-SA 
4.0 

7.2 New England Collaborative 
Data Management 
Curriculum (Module 5) 

UMass Medical 
School, Lamar 
Soutter Library 
(USA) 

Since 
2012 

CC BY-
NC-SA 
4.0 

8 Learn to Analyze 
Educational Data and 
Improve your Blended and 
Online Teaching Massive 
Open Online Course 
(MOOC) 

Learn2Analyze — 
An Academia-
Industry 
Knowledge 
Alliance for 
enhancing Online 
Training 
Professionals’ 
(Instructional 
Designers and e-
Trainers) (EU) 

2020 All rights 
reserved 

9 Opinion of the Data Ethics 
Commission (Executive 
Summary) 

Data Ethics 
Commission 
(Germany) 

2019 All rights 
reserved 

10 Data Analyst in Python Dataquest Labs, 
Inc. 

2020 All rights 
reserved. 

11 The Data Literacy Project QlikTech 
International AB 

2020 All rights 
reserved 

12 Data Storytelling QlikTech 
International AB 

2020 All rights 
reserved 

13 A Culture of Data Literacy QlikTech 
International AB 

2020 All rights 
reserved 

14 Data-informed Decision QlikTech   
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Making International AB 

15 Data Training for 
Professionals 

StackFuel GmbH 2020 All rights 
reserved 

16 Auffinden, Zitieren, 
Dokumentieren 

ZBW, GESIS, 
RatSWD 

2020 All rights 
reserved 

17 Data Playbook Toolkit Heather Leson 
(IFRC), Dirk Slater 
(Fabriders) 

2020 CC BY 
3.0 

18 Visualization for Data 
Journalism 

University of 
Illinois 

2020 All rights 
reserved 

19 What is data? What is data 
literacy? 

Eastern Michigan 
University Library 

2018 CC BY-
SA 4.0 

20 Data-driven Decision 
Making 

pwc 2020 All rights 
reserved 

21 Humane Technology Design 
Guide 

Center for Humane 
Technology 

2019 All rights 
reserved 

22 Academic Information 
Seeking 

University of 
Copenhagen; 
Technical 
University of 
Denmark (DTU) 

2020 All rights 
reserved 

23 Being a researcher (in 
Information Science and 
Technology) 

Politecnico di 
Milano 

2020 All rights 
reserved 

24 Information Literacy 
Standards for Higher 
Education 

ACRL 2015 CC BY-
NC-SA 
4.0 

25 Data Ethics Framework UK Department for 
Digital, Culture, 
Media & Sport 

2020 Open 
Governme
nt Licence 
v3.0 
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26 Personal Data Protection 
Act E-Learning Program 

Personal Data 
Protection 
Commission 
(Singapore) 

2018 All rights 
reserved 

27 People+AI Guidebook Google PAIR 2019 CC BY-
NC-SA 
4.0 

28 Ethics, Technology and 
Engineering  

Eindhoven 
University of 
Technology 

2020 All rights 
reserved 
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Bloom’s taxonomy 
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