
 
 

  

 

 

Hamburg University of Applied Sciences 

Faculty of Life Sciences 

Bachelor of Health Sciences (B.Sc.) 

 

 

Bachelor Thesis 

 

Ethical Aspects of the Application of Social Robots in Elderly Care 

– A Scoping Review of Thematic Relevant Systematic Reviews 

  

Ethische Aspekte der Anwendung von sozialen Robotern in der Altenpflege  

– Ein Scoping Review thematisch relevanter Systematic Reviews 

 

 

 

Submitted by:  

Lea Blunck  

 

Hamburg, 30.08.2022 

 

 

First supervisor: Prof. Dr. Sabine Wöhlke (HAW Hamburg) 

Second supervisor: Dr. Karina Karolina De Santis (Leibniz-Institut für 

Präventionsforschung und 

Epidemiologie – BIPS GmbH) 



I 
 

Abstract 

Background: As demographic change and the shortage of caregivers create new 

challenges; social robots are being discussed as a possible solution. Social robots 

can improve well-being and promote independence and reduce loneliness through 

social interaction. Implementing new technologies in vulnerable groups requires 

consideration of ethical principles. The aim of this scoping review is to investigate the 

presence of ethical aspects in systematic reviews of social robots in elderly care.  

Methods: A systematic literature search was conducted in the databases MEDLINE 

via PubMed, Scopus, and CINAHL via EBSCO. Systematic reviews were selected 

using eligibility criteria. Bibliographic information, population, social robots, and 

evidence gaps were described. Ethical aspects were grouped and analyzed 

thematically. 

Results: 15 systematic reviews published between 2012 and 2022 were included. 

The majority (7/15) of the studies originated in Europe. Predominantly older people 

with cognitive impairments were included. There is no consensus on the definition of 

social robots. Ethical aspects are mentioned implicitly or explicitly in 13 systematic 

reviews. Ethical aspects were divided into the categories "beneficence and non-

maleficence", "autonomy", "dignity and fairness" and "technological aspects". 

Conclusions: Various ethical aspects are included in the systematic reviews but are 

often not discussed in depth. Aspects regarding autonomy are mentioned in most 

systematic reviews. Cultural differences in the perception of social robots should be 

investigated. When implementing social robots for older people, the context should 

be included holistically, and the human being should be put in the center. Ethical 

aspects should be considered in the research, application, and development of social 

robots. It is recommended that future studies include an ethical analysis. 
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Abstrakt 

Hintergrund: Da der demografische Wandel und der Pflegekräftemangel neue 

Herausforderungen mit sich bringen, werden soziale Roboter als mögliche Lösung 

diskutiert. Soziale Roboter können mithilfe sozialer Interaktion das Wohlbefinden 

verbessern und Unabhängigkeit fördern sowie Einsamkeit verringern. Eine 

Implementierung neuer Technologien bei vulnerablen Gruppen erfordert die 

Berücksichtigung ethischer Prinzipien. Das Ziel dieses Scoping Reviews ist, das 

Vorhandensein von ethischen Aspekten in systematischen Reviews zu sozialen 

Robotern in der Altenpflege zu untersuchen.  

Methode: Es wurde eine systematische Literatursuchen in den Datenbanken 

MEDLINE via PubMed, Scopus und CINAHL via EBSCO durchgeführt. 

Systematische Reviews wurden mithilfe von Auswahlkriterien ausgewählt. 

Bibliografische Informationen, die Population, soziale Roboter und Lücken in der 

Evidenz werden beschrieben. Ethische Aspekte wurden thematisch gruppiert und 

analysiert.  

Ergebnisse: Es wurden 15 systematische Reviews eingeschlossen, die zwischen 

2012 und 2022 publiziert wurden. Die Mehrheit (7/15) der Studien wurde in Europa 

erstellt. Es wurden überwiegend ältere Menschen mit kognitiven Beeinträchtigungen 

eingeschlossen. Bezüglich der Definition von sozialen Robotern besteht kein 

Konsens. Ethische Aspekte werden in 13 systematischen Reviews implizit oder 

explizit erwähnt und wurden in die Kategorien „Wohltätigkeit und Nicht-Schaden“, 

„Autonomie“, „Würde und Fairness“ sowie „technologische Aspekte“ geteilt.  

Schlussfolgerungen: Verschiedene ethische Aspekte sind in den systematischen 

Reviews enthalten, werden aber häufig nicht tiefergehend diskutiert. Aspekte 

bezüglich der Autonomie werden in den meisten systematischen Reviews erwähnt. 

Kulturelle Unterschiede in der Wahrnehmung von sozialen Robotern sollten 

untersucht werden. Bei der Verwendung von sozialen Robotern für ältere Menschen 

sollte der Kontext ganzheitlich einbezogen werden und der Mensch in den Mittelpunkt 

gestellt werden. Ethische Aspekten sollten bei Forschung, Verwendung und 

Entwicklung von sozialen Robotern berücksichtigt werden. Es wird empfohlen, dass 

zukünftige Studien eine ethische Analyse beinhalten.  
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1. Introduction 

The world population is aging. Between 2019 and 2050 the United Nations estimated 

that globally the number of persons aged 80 years or older will more than triple, 

increasing from 143 million to 426 million. As of 2019, 38 percent of European and 

Northern American residents are of the age of 80 and up (United Nations, Department 

of Economic and Social Affairs, Population Division, 2019, p. 18). The increase in 

older people is accompanied by an overall rising life expectancy: Due to improved 

living conditions, medical progress and effective care, more and more people are 

reaching old age (Rott & Jopp, 2012). These phenomena will lead to future challenges 

such as an increase in age-related diseases like dementia and consequently an 

increase in healthcare costs. Accordingly, there is a growing number of people that 

are dependent on others to take care of them – both in physical care and in social 

well-being. But opposed to the rising demand for resources and caregivers, the 

number of social and healthcare providers is decreasing. That is why different 

solutions are being sought to deal with these arising challenges.  

One possible solution to assist care workers is robots. Robotics is a field that is 

increasingly becoming popular, and research is exponentially rising. Different kinds of 

robots can help with various tasks in taking care of the elderly. Robinson and 

colleagues classify healthcare robots into two different categories: rehabilitation 

robots and social robots. Rehabilitative robots are robots that support humans 

physically, either by helping the user with a task or by doing it for them (H. Robinson 

et al., 2014). A social robot can interact socially with its user. Therefore, it has the 

potential to improve loneliness and quality of life (Pu et al., 2019). 

The last-mentioned aspects become even more important in times that are still 

influenced by the Covid-19 pandemic. Social robots might play a fundamental role in 

improving daily life. During the pandemic, older people have been the most vulnerable 

due to being at higher risk of complications in case of infection. Furthermore, elders 

have been severely affected by social distancing and lockdown measures and 

consequently have been one of the most isolated populations (European 

Commission, 2020, p. 2).  

As elder care becomes one of the major challenges of the future and social robots 

have the potential to better cope with the consequences of demographic change, the 

topic is heavily studied in the literature and research. However, social robots remain 

an ethically charged topic. Therefore, the following bachelor thesis will address the 

ethical aspects of the application of social robots in elderly care. 
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2. Theoretical background 

2.1 Definitions of social robots 

There is no general agreement on the definition of social robots (Henschel et al., 2021, 

p. 11). In the following, an attempt to present various scientific definitions will be 

made.  

Sarrica and colleagues point out that the majority of those attempting to define social 

robots acknowledge and discuss the lack of a widely recognized, reliable, and valid 

definition, as well as the difficulty of trying to define a social robot (Sarrica et al., 2020, 

p. 7). Although the definitions they studied were very heterogenous, some common 

features of social robots could be identified: Social robots are physically embodied 

agents that operate autonomously or semi-autonomously. Their bodies contain 

human- or animal-like features and the robots can engage in social interaction, for 

example, by responding to environmental cues. They can also have the ability to 

communicate, learn, make decisions or perform other tasks (Sarrica et al., 2020, 

p. 11).  

Robinson and colleagues state that social robots are likable and easily understood 

interfaces that can act as a companion or help with certain tasks. Social robots can 

be categorized into companionship robots that aim to improve quality of life and 

service-type robots whose purpose is to assist its user. Some robots cannot be put 

into either category due to providing both companionship and assistance (H. 

Robinson et al., 2014). Some authors also include telepresence robots, as a new 

development in the field of robotics. They describe them as mobile socially assistive 

robots (SAR) with a videoconferencing function (Moyle et al., 2017). Whereas Kulpa 

and colleagues differentiate between three different domains of robots for their study: 

pet robots, social robots, and telepresence robots. They argue that telepresence 

robots do not possess autonomous behavior, as they need a remote user to operate 

them (Kulpa et al., 2021).  

Another related term to social robots is “socially assistive robots” (SAR). Moyle and 

colleagues (2017) critique as well, that inconsistencies in the terminology used within 

the literature about SAR are making it difficult to find definitions for researchers and 

users. Feil-Seifer and Mataric define SAR as the intersection of assistive robots (AR) 

and socially interactive robots (SIR). The purpose of SAR is to assist human users 

through social interaction (Feil-Seifer & Mataric, 2005, p. 465). “Socially interactive 

robots” can be equated to social robots, both being able to engage in social 

interactions (Sandry, 2015; Li & Chignell, 2011 as cited in (Sarrica et al., 2020). 
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2.2 Aging and social robots in elderly care 
Being “old” is not a well-defined term. The beginning of the life phase “old age” is 

typically defined in parallel with the statutory retirement age of 65. Very old age is 

usually defined as being over the age of 80 or 85 (Rott & Jopp, 2012). Aging is a 

continuous process that takes place from conception to death. Different definitions 

distinguish between chronological, biological, and sociological age. Chronological age 

is the easiest to measure and describes the passage of time from birth onwards. 

Classifying individuals as “old” based on a specific number of years is a product of 

social history. Biological age describes the absence or presence of physical diseases, 

cognitive or functional impairment and therefore better reflects on health status than 

chronological age. The sociological age focuses on changing expectations and 

different roles that individuals adopt in society. The concept of successful and 

unsuccessful aging includes the possibility of positive developments in the aging 

process and explains the important effects that intrinsic factors and environmental 

effects can have on aging (Balcombe & Sinclair, 2001). 

Aging is a highly complex process. To put it simple, molecular and cellular damage 

that accumulates over a lifetime can lead to age-related frailty and disease (Kirkwood, 

2008). With advancing age, the likelihood of a decline in physical and cognitive 

performance and diseases, often with the resulting limitations in coping with daily life, 

increases. Consequently, the need for care and assistance can become a necessity. 

Becoming dependent on others in turn can restrict a self-determined lifestyle and put 

a burden on family members and society (Robert Koch-Institute, 2015, p. 409).  

When getting older the risk for chronic diseases significantly increases. This can be 

especially problematic if multimorbidity is present. Physical diseases like cancer, 

diseases of the cardiovascular system, chronic lung diseases, or musculoskeletal 

diseases severely limit the quality of life. In addition, mental disorders such as 

depression have a significant impact on old age (Robert Koch-Institute, 2015). 

Dementia is the most common neuropsychiatric disease in elderly people. The 

prevalence of dementia in the general population varies greatly with age. While 

dementias occur very rarely before the age of 65, their prevalence and incidence 

increase exponentially after that age (Busch, 2011). 

But even without pathological diseases, getting old is characterized by a loss of 

resources. Especially in very old age resources that are used for everyday tasks and 

challenges diminish. Resources include overall health status, cognitive performance 

(e.g., memory), social resources that are provided by spouses or friends, and 

education and occupational history as demographic resources (Rott & Jopp, 2012, 
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p. 475). In particular, declining social resources can lead to loneliness among the 

elderly which in turn promotes illness and reduces the quality of life (Yanguas et al., 

2018). 

When discussing care for the elderly, aspects like growing vulnerability with 

advancing age, but also existing and still developing potentials that occur during the 

aging process should be at the forefront. Health care should focus on restoring and 

maintaining independence while providing opportunities for the realization of self-

responsibility, co-responsibility, and participation (Kruse et al., 2019).  

The World Health Organisation (WHO) developed a framework for healthy aging. 

Healthy aging is defined as the process of building and sustaining functional ability 

that promotes well-being in older people, based on the two concepts of capacity and 

ability. Capacity describes the sum of all physical and mental capacities that is 

available to an individual at any time. Functional ability refers to the combination of 

an individual’s intrinsic capacity, relevant environmental characteristics, and 

interaction between these characteristics and the individual. Therefore, healthy aging 

represents the continual interaction between individuals and the environment in which 

they live (Beard et al., 2016, p. 2149). Three subgroups of older people can be 

distinguished: those that have a high and stable capacity, individuals with a decline in 

function, and those that experience substantial loss of capacity. Goals should focus 

on improving losses that are related to higher age, but also, particularly on 

strengthening psychosocial growth and resilience (Beard et al., 2016, p. 2150). 

The strong increase in the number of very old people due to demographic change 

shows the need to preserve and promote the resources of the elderly. The existing 

potential of primary prevention for this age group can be substantially expanded. Rott 

and Jopp stress the importance of psychological aspects as positive attitudes towards 

life and effective life management strategies appear to be capable of compensating 

for a wide range of physical impairments and limitations (Rott & Jopp, 2012).  

This is where a social robot could offer an opportunity to engage in prevention and 

elderly care and to maintain and promote health. Social robots adopt different roles in 

elderly care: They can assist with physical tasks such as bathing, walking, or carrying 

objects, support cognitive function by playing memory games or setting reminders, 

and help with health management issues. For example, Robots can monitor blood 

pressure, encourage older people to exercise, and can be used to detect falls. Another 

application area for social robots is psychosocial issues where the robots provide 

entertainment and companionship  (Broadbent, 2017, p. 629). Ghafurian and 
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colleagues categorized social robots based on the context for which the robot was 

developed and created five classes. The first class includes all robots that support 

users with Activities of Daily Living (ADL), e.g., preparing tea or washing hands. 

Robots that function as a companion are the second class. Those robots take on 

tasks like reminding the user about their medication or playing music or videos. 

Companion robots are distinguished from engagement robots. These robots increase 

the engagement of older people with others such as caregivers, family members, or 

other residents of care homes. The fourth class encompasses robots that give out 

health guidance by providing information about healthy living styles. The last 

identified class is robots that are used in the context of therapy. The social robots 

may be utilized as pets for pet therapy, they can assist the therapist or provide music 

(Ghafurian et al., 2021). Abdi and colleagues identified roles for socially assistive 

robots in health and social care which partly overlap with the classes that Ghafurian 

and colleagues formed. SAR can be applied in affective therapy, where the goal is 

to improve general mood and overcome episodes of mood disturbance, they can be 

used for cognitive training with the aim of improving aspects of cognition, and in 

physiological therapy, where the robots are supposed to have an effect on 

physiological markers. Another role that SAR take on is one of companions. These 

robots' aim is to overcome feelings of social isolation and loneliness. Similar to robots 

that Ghafurian et al. categorized as “engagement robots” Abdi and colleagues 

identified one role of SAR they named “social facilitator”. These robots act as a 

facilitator with the aim of improving sociability between the elderly user and other 

people (Abdi et al., 2018). The effects that social robots have on elderly people will 

be specified in the next chapter.  

 

2.3 Impact of social robots on health 

The scoping review of Abdi and colleagues suggests that social robots can have 

several positive effects on elderly people. Although social robots seem to be able to 

improve mood and overall sense of well-being, many studies suggest that in this 

regard SAR are not substantially more effective than similar soft toys or placebo 

robots. A significant difference between social robots and soft toys, however, was 

found in cognitive training. Those with healthy cognitive function provided the most 

convincing evidence that SAR can enhance cognitive performance. Robots that are 

used as social facilitators proved to be more effective than soft toys and improved 

sociability of users was shown in all included studies. A reduction in loneliness scores 

was found in all studies that included companionship robots. These positive findings, 
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however, might be confounded by the circumstance that some studies were 

conducted within a group setting. Positive findings of studies that researched effects 

on physiological markers were clinically uninterpretable. Abdi and colleagues 

concluded that the multidomain functionality of SAR might be its primary benefit, but 

also critiqued that the examined studies had several methodological issues (Abdi et 

al., 2018).  

Pu and colleagues (2019) investigated the effectiveness of social robots for older 

adults and found out that the robots have the potential to reduce anxiety, agitation, 

and loneliness as well as medication consumption. The quality of life for older adults 

could be improved with the help of social robots. The effects on depression, cognition, 

and apathy did not yield any significant results and will need further research (Pu et 

al., 2019). Hirt and colleagues (2021) examined the effect of social robot intervention 

on people with dementia and differentiated between pet robots, humanoid robots, and 

telepresence robots. Pet robot intervention mostly included the social robot Paro and 

interventions were very heterogenous. There is no evidence to support the claim that 

social robot interventions improve dementia patients’ cognitive status. Pet robots 

might have a positive effect on medication and apathy. Evidence for functional and 

emotional outcomes like quality of life was not clear enough to decide whether social 

robot interventions are beneficial or not. Studies on humanoid and telepresence 

robots were more rarely, hence, limited evidence exists (Hirt et al., 2021). Paro, the 

most known and researched social robot (Kulpa et al., 2021), may increase 

socialization and decrease aggression in people with dementia (Scoglio et al., 2019).  

Outcome measures of studies about social robots are very heterogenous. Kulpa and 

colleagues (2021) argue that this shows the broad potential of social robots which has 

been recognized. They demand better evidence on the impact of social robots and 

cost-benefit comparisons, and how they affect the quality of life and functioning (Kulpa 

et al., 2021). 

 

2.4 Ethical aspects of social robots  

Ethics describes the theoretical reflection on the action-guiding convictions of 

individuals or groups of people with regard to the question of good or right behavior 

(Härle, 2018, p. 10). It refers to established standards of right and wrong that outline 

what people should do. These standards are typically expressed in terms of rights, 

certain virtues, obligations, or benefits to society (Velasquez et al., 1987).  
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As social robotics are a relevant topic in the future, ethical aspects are playing an 

important role in further considerations. Especially, if they are to be implemented in 

the care of vulnerable groups like the elderly. Nonetheless, only theoretical 

considerations of the ethical evaluation of social robots exist and no empirical studies 

that examined the extent to which the proposed ethical concepts were taken into 

account were found in a rapid review of 2022 (Zöllick et al., 2022).  

Vandemeulebroucke and colleagues (2018) conducted a systematic review of 

argument-based ethics publications that focused on care robots used in aged care. 

They identified different ethical approaches, among them a deontological and a 

principlist approach. The deontological approaches included arguments about 

autonomy and dignity, deception as well as social isolation and connectedness. The 

principlist approach commonly consists of four principles, which are “respect for 

autonomy”, “beneficence”, “non-maleficence” and “justice”. Arguments like the 

tension between autonomy and privacy, the importance of a transparent monitoring 

process, and a possible deception about the robots’ capabilities are mentioned. Other 

aspects are the possible harm that robots could cause, the goal of promoting the 

overall well-being of the senior adults, how forming strong attachments to the robots 

can cause distress for the users and the risk of dehumanized care as well as social 

isolation. The principle of “justice” can also encompass the fair distribution of scarce 

resources and the open question of who takes responsibility when something goes 

wrong (Vandemeulebroucke, Dierckx de Casterlé, & Gastmans, 2018).  

Schicktanz and Schweda (2021) argue that it is necessary to rethink the framing of 

technology-assisted eldercare: the bioethical principlism in healthcare needs to be 

expanded by ethical principles from engineering and computer science. These 

techno-ethical perspectives include aspects of technological empowerment, privacy, 

liability and responsibility, safety, and technological economization (Schicktanz & 

Schweda, 2021). Many of these arguments about care robots can also be transferred 

to social robots. For Feil-Seifer and Mataric (2011), the four principles of biomedical 

ethics are an appropriate starting point for considering ethical issues regarding 

socially assistive robots. Körtner (2016) developed different ethical guidelines for 

deploying social service robots. These guidelines concentrate on the aspects of 

deception, dignity, privacy, informed consent, safety, data protection, and vulnerability 

(Körtner, 2016). Some of these aspects will now be discussed in more detail.  

Privacy describes the individual’s right to independently determine the contact and 

closeness to others, that is, physical privacy, and the availability of information about 
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the own person, or informational privacy. There should never be a justification for 

entering someone else’s private or intimate space without their will or their consent 

(Kruse, 2021, p. 220). Zöllick et al. (2022) emphasize the right of older persons not to 

be deceived or patronized. As social robots primarily affect the users through social 

interaction, older and vulnerable persons might imagine emotional capabilities in a 

robot that are not present. It was stated that it would be unethical if a machine was 

deceiving a person. The consequences of deception and anthropomorphization could 

be causing stress and developing false trust in a robot  (Körtner, 2016). Additionally, 

emotional attachment could be formed to the social robots which can also lead to an 

ethical dilemma. As it is the aim of social robots to establish an enjoyable interaction 

between the robot and the user, engagement with the social robot is an essential part 

of achieving successful effects. But if the users are becoming attached, distress and 

perhaps loss of therapeutic achievements might occur when the robot is taken away, 

for example, because of technical malfunctions (Feil-Seifer & Mataric, 2011). 

Nevertheless, interacting with social robots has the potential for various health 

benefits, as mentioned earlier. Using social robots can lead to a reduction of 

subjective loneliness, increased engagement, communication, and social interaction, 

which in turn leads to less stress and improved mood (Zöllick et al., 2022). Safety is 

another ethical issue. Feil-Seifer and Mataric (2011) argue that since social robots 

primarily work through social interaction and are typically non-contact, the risk for 

physical harm is relatively low compared to robots that provide exclusively physical 

assistance. While social robots can act as a social facilitator, there is also concern 

that they reinforce social isolation of older adults and decrease real human contact 

(Körtner, 2016). Another aspect regarding autonomy is the opportunity to make 

informed decisions about the use of social robots. For this, it is essential to have full 

information about the capabilities of the social robot and be aware of one’s biased 

perceptions of it. If the role of the robot is not clear, the robot’s capabilities might be 

over- or underestimated. Necessary information must be made available to enable 

informed consent. In addition, the authority of the robot should be discussed, as a 

certain level of authority might be needed for the robotic intervention to be effective 

(Feil-Seifer & Mataric, 2011). Finally, the question of fair distribution and equal access 

is raised with regard to the costs of social robots, as well as who bears responsibility 

in the event of damage (Vandemeulebroucke, Dierckx de Casterlé, & Gastmans, 

2018).  
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3. Objectives 

To the knowledge of the author, no study investigated the presence of ethical aspects 

in systematic reviews about social robots in elderly care thus far. Hence, there is a 

need for a scoping review attempting to investigate whether existing literature with a 

focus on social robots in the context of elderly care includes an ethical discussion of 

their use. The purpose of this scoping review is to determine whether ethical issues 

surrounding the use of social robots in elder care are considered in the scientific 

literature, more precisely in systematic reviews. Based on what is already known from 

the literature presented earlier, the following research questions are formulated for 

this scoping review:  

1) How are social robots defined? 

2) What is the purpose of the social robots used in elder care?  

3) Did the authors of systematic reviews discuss ethical aspects?  

If yes, which ones? 

4) Are there any evidence gaps? If yes, what kind of evidence gaps? 

As the field of social robots is still relatively new, it will be investigated how the study 

authors describe the robots and what terms they use to refer to them (e.g., social 

robot or SAR). Moreover, the purpose of the application of social robots will be 

examined. Since it is not well known whether ethical aspects play a significant part in 

scientific research on social robots used in elderly care, it will be evaluated if the 

authors explicitly or implicitly mention ethics, and what kind of aspects seem to be 

particularly relevant. Finally, existing gaps in research as well as emerging aspects 

for future applications will be discussed.  

This scoping review will try to summarize ethical aspects in the context of social robots 

in elderly care discussed by the study authors as well as give an overview of the 

presence and consideration of ethics in current research about social robots.  

 

4. Methods 

To answer the research questions mentioned above, a scoping review according to 

the PRISMA-ScR guidelines (Preferred Reporting Items for Systematic reviews and 

Meta-Analyses extension for Scoping Reviews) was conducted (Tricco et al., 2018). 

Scoping reviews are often used when a field of interest cannot be approached with a 

single or precise question, as the aim is to provide a map of the evidence. Their 

purpose is to identify knowledge gaps, key characteristics related to a certain concept 
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or types of available evidence in a specific field as well as to investigate the methods 

used in research on a certain subject (Munn et al., 2018). In general, an overview of 

existing evidence is provided without an assessment of the methodological quality of 

the included studies (Peters et al., 2015). A framework for the conduct of scoping 

reviews was developed by Arksey and O’Malley in 2005 and later enhanced by Levac 

and colleagues. The framework consists of six stages: The first stage is to identify the 

research questions which can be broad but should still define the population, concept 

and context. The purpose for conducting the scoping review should be clear. The 

second stages is the identification of relevant studies. Databases, search terms and 

filters such as time span and language should be determined. The available expertise 

and potential limitations are to be considered. Third, inclusion and exclusion criteria 

will be defined for study selection. The process of the study selection should be seen 

as iterative and at least two reviewers should screen the studies. For the fourth stage, 

the data charting, relevant variables that are to be extracted into a data charting form 

are determined. Then, the results are summarized, reported, and discussed in regard 

to the study’s purpose as well as further implications for future practice, research and 

policy. The last stage, a consultation with stakeholders, is optional, but according to 

Levac and colleagues should be considered as an essential component of scoping 

reviews (Colquhoun et al., 2014; Levac et al., 2010). The Joanna Briggs Institute (JBI) 

also developed guidance for scoping reviews based on the framework of Arksey and 

O’Malley and Levac and colleagues which is consistent with the PRISMA-ScR 

guideline (Peters et al., 2015; Tricco et al., 2018). PRISMA-ScR is a reporting 

guideline with the aim of increasing the relevance of scoping reviews for decision-

making as well as improving their reporting. It consists of 22 items (Tricco et al., 2018). 

 

4.1 Search strategy and information sources 

The systematic search to identify potentially relevant studies was conducted on 25 

June 2022 in three literature databases. Chosen were the bibliographic databases 

MEDLINE via PubMed, CINAHL via EBSCO, and Scopus. MEDLINE via PubMed 

focuses on topics like biomedicine, health, and associated disciplines of health 

professions. It is updated daily and freely accessible. Scopus contains various 

thematic focal points, including natural, health, nursing, and social sciences as well 

as technology. Contrary to PubMed and Scopus, CINAHL is updated weekly and 

includes articles from scientific journals with a focus on nursing, medicine, and allied 

health literature. The search language for all three databases is English (Nordhausen 

& Hirt, 2020). For this reason, and the fact that most studies are published in English, 
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the search was conducted in the previously mentioned language. The search terms 

were developed by one researcher and no filters regarding publication date, 

language, or article type were set for the search. Keywords were searched for in the 

title and abstract and MeSH terms were used for the databases PubMed and CINAHL. 

Scopus has no subject heading system of its own, therefore only keywords were used. 

The search terms were developed using the PCC criteria (Population, Concept, 

Context): the population was the elderly and the concept social robots in any health-

related context. To narrow down the search results, it was decided to focus on 

systematic reviews. The search terms were combined with the Boolean operators 

“AND” and “OR” and the asterisk (*) character was used to include different word 

endings. For example, the term “elder*” includes the terms “elderliness”, “elder”, 

“elders” and “elderly” (Kachouie et al., 2014). The search term was adapted to the 

database, respectively. A requirement of PubMed, for instance, is that one must use 

at least four characters for a wildcard search: the asterisk of “old*” would simply be 

ignored. The search string for PubMed is exemplified in Table 1. The search strategy 

for each database is presented in the Appendix (Table S1, S2, S3). If the full texts of 

selected articles were not available, authors were contacted via ResearchGate which 

thus supplemented the electronic database search as an additional information 

source.  

Table 1: Search string in PubMed, 25.06.2022 (own illustration) 

("social robot*"[Title/Abstract] OR  

"socially assistive robot*"[Title/Abstract] OR  

"social assistive robot*"[Title/Abstract] OR  

"socially interactive robot*" [Title/Abstract] OR  

"personal robot*"[Title/Abstract] OR  

"companion robot*"[Title/Abstract] OR  

"therapeutic robot*"[Title/Abstract] OR Paro[Title/Abstract]) OR 

(“Robotics*”[MeSH]) AND 

 

(aged [Title/Abstract] OR aging [Title/Abstract] OR  

older [Title/Abstract] OR elder* [Title/Abstract] OR  

"elderly people"[Title/Abstract] OR  

"old people" [Title/Abstract] OR  

"older people" [Title/Abstract] OR  

"older person*" [Title/Abstract] OR geriatric*[Title/Abstract] OR  

senior*[Title/Abstract] OR "senior citizen*"[Title/Abstract] OR  

"older adult*"[Title/Abstract] OR "old adult*" [Title/Abstract]) OR 

(“Aged”[MeSH]) AND 

 

("systematic review"[Title/Abstract]) OR 

("Systematic Review" [Pulication type]) 

In total: 

117 
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The focus of this scoping review is on systematic reviews and other study types like 

primary studies, scoping reviews, narrative reviews, letters, protocols, and comments 

were excluded. To be included, articles had to clearly state, either in the title or in the 

methods, that it was a systematic review. Several reviews about social robots used 

by elders already exist. A scoping review of primary literature on social robots may 

not be necessary. Therefore, by focusing on systematic reviews, the aim is to avoid 

research waste (De Santis et al., 2022). Furthermore, the relevance of systematic 

reviews is higher compared to primary literature, as they contain a higher level of 

evidence and often serve as a basis for policy decisions and thus have a greater 

impact on society. It is therefore all the more important that systematic reviews also 

take ethical aspects into account. 

Systematic reviews had to be published in a peer-reviewed journal in either German 

or English. Other literature like conference papers or abstracts, unpublished reports, 

books, theses, or articles that were not peer-reviewed yet were excluded. Finally, full 

texts of selected articles had to be accessible.  

 

4.3 Selection process 

The final search results from all three databases were added to the reference 

management software Citavi. In Citavi the duplicates were erased. The selection 

process was done in two screening phases using the eligibility criteria: the first 

screening phase regarded the title and abstract. Next, the considered studies were 

screened based on the full texts. Full text articles were assessed for eligibility if the 

studies seemed to meet the criteria based on title or abstract, or if the information 

from the title and abstract was not clear enough to exclude them. Both screenings 

were executed by the author of this work. Therefore, study selection was not carried 

out and discussed with another researcher, as is generally recommended.  

 

4.4 Data extraction and synthesis of results 

The data charting process will take place in a Microsoft Excel sheet and the following 

items will be coded:  

• Bibliographic information (e.g., first author, year of publication, region of the 

corresponding author, funding sources, study aim) 
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• Information about the primary studies in Systematic Reviews (e.g., number 

of primary studies in the review, design of primary studies in the review, 

country of origin) 

• Population (e.g., age, health status) 

• Concept: social robots (e.g., robot type, definition used by authors, setting) 

• Context (e.g., purpose of the robot) 

• Ethical aspects (explicitly or implicitly mentioned? 4 principles: autonomy 

(informed consent, privacy, data protection), beneficence & non-maleficence 

(safety, quality of life, emotional attachment, relationships, social isolation), 

justice (costs, fair distribution, responsibility & liability) 

• Evidence gaps  

The “Results” section will include more information on this data. The data items were 

selected for their relevance to the research questions. The bibliographic information 

of the included studies will be described as well as the investigated population. It will 

be described how authors of systematic reviews define the included robots and which 

key characteristics are mentioned. The presence of ethical aspects will be described 

and identified ethical aspects in the systematic review will be summarized and 

grouped in thematic appropriate categories. To categorize the ethical arguments the 

author will concentrate on the principlist approach that will be expanded by techno-

ethical aspects if necessary. Ethics that only concerning research methods and data 

collection were not considered as they were not part of the research question. The 

evidence will be presented in a narrative format and visualized through tables.  

A quality assessment is not carried out, as it is not relevant to the research questions, 

because the consideration of ethical aspects is not dependent on the methodological 

quality of the studies. Furthermore, overlaps of primary studies within the systematic 

reviews are not examined. The potential to improve quality of life and well-being or 

other positive effects on health are not coded separately as an ethical aspect.  

 

5. Results 

5.1  Selection of sources of evidence 

The different phases of the selection process are shown in Figure 2 in form of a 

flowchart which is based on the PRISMA statement (Moher et al., 2009). The 

systematic search found 117 articles from the database PubMed, 26 from Scopus and 

59 from CINAHL. After removing the duplicates, 158 records were screened based 
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al., 2019; Alnajjar et al., 2019; Jones et al., 2020; Loveys et al., 2022). Moreover, 

some studies did not primarily focus on older humans. Either the studies did not 

further specify the age of the included population (Riches et al., 2022; N. L. Robinson 

et al., 2019; Scoglio et al., 2019), or other age groups like children or adults were 

included, too (González-González et al., 2021). Three studies did not meet the criteria 

for a systematic review, either because it was a protocol (Chang & Sung, 2013), they 

did not explicitly mention that the study type was a systematic review in title or 

methods (Agnihotri & Gaur, 2016), or because it was a conference paper (Kachouie 

et al., 2017). Four articles were not accessible (Bedaf & Witte, 2017; Bemelmans et 

al., 2011; Clabaugh & Mataric, 2019; Kachaturoff et al., 2021). One study had just 

been published as a pre-print at the time of the search, which is why the criterion of a 

peer-reviewed article was not fulfilled (Lee et al., 2022). The complete list of excluded 

studies including the reasons can be found in the Appendix (Table S4). The 15 articles 

that met the inclusion criteria are described in more detail below.  

 

5.2 Characteristics of systematic reviews 

Bibliographic information 

The included systematic reviews (n= 15) were published between 2012 and 2022, 

whereby the majority were published in the period from 2018 to 2022. Only two 

systematic reviews were from 2012 and 2014. Four systematic reviews also included 

a Meta-Analysis (Lu et al., 2021; Pu et al., 2019; Wang et al., 2022; Yu et al., 2022) 

The studies mostly originated from Europe (7/15) and Asia (4/15). In three systematic 

reviews, the corresponding author was from Australia. One study originated from 

North America. N= 10 systematic reviews reported no conflicts of interest, and 

altogether n= 7 studies received funding for their research. Three studies did not 

provide any information on conflict of interest or funding (Bemelmans et al., 2012; 

Chen et al., 2018; Kachouie et al., 2014).  

The included primary studies in the systematic reviews ranged from seven to 66. Most 

systematic reviews included primary studies with any design. Only four studies 

focused exclusively on randomized controlled trials (RCT) (Kang et al., 2020; Lu et 

al., 2021; Pu et al., 2019; Wang et al., 2022). Most systematic reviews included 

primary studies that originated from at least three or more continents. In all studies 

where the information was available (n= 3 did not report the origin of all the included 

publications), studies from Europe and the United States were included. Most primary 
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Description of population 

All systematic reviews examined the elderly. Four systematic reviews additionally 

included other populations, such as informal caregivers and family, care home staff, 

and experts (Abbott et al., 2019; Ghafurian et al., 2021; Papadopoulos et al., 2020; 

Yu et al., 2022). The number of included participants varied greatly and was often not 

stated in the systematic reviews. N= 6 systematic review provided specific information 

about the age of the included population. Two reviews only included studies that 

examined adults that were 55 years old or older (Chen et al., 2018; Lu et al., 2021), 

which is why the age range for one systematic review was from 55 to 100 years (Chen 

et al., 2018). Vandemeulebroucke and colleagues (2018, 2021) defined the age of 

participants in the studies had to be 60 years or older. Alternatively, the mean age of 

participant groups had to be 60 years or older (Vandemeulebroucke et al., 2021) or 

65 years or older (Vandemeulebroucke, Casterlé, & Gastmans, 2018), respectively. 

Another systematic review wanted to include older adults that were 59 years old or 

older; whereas the age range of older adults in the intervention studies was from 45 

to 101 years (Vogan et al., 2020).  

Five systematic reviews specifically targeted older adults with dementia (Ghafurian et 

al., 2021; Góngora Alonso et al., 2019; Kang et al., 2020; Lu et al., 2021; Yu et al., 

2022). Furthermore, all the systematic reviews about social robots in elderly care 

included older adults that had some level of cognitive impairment. In most studies, the 

majority of participants experienced varying levels of dementia and cognitive 

impairment. Only Vandemeulebroucke and colleagues (2021) focused primarily on 

healthy older adults. Papadopoulos and colleagues (2020) did include participants 

with no or some degree of age-related cognitive impairment, but most participants 

were cognitively healthy. For three systematic reviews it could not be clearly 

determined how many of the primary studies focused on healthy older adults, as it 

was only known that healthy adults and those that suffered from different levels of 

cognitive deficits, or adults with or without cognitive impairment, were included 

(Ghafurian et al., 2021; Góngora Alonso et al., 2019; Vandemeulebroucke, Casterlé, 

& Gastmans, 2018).  
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5.3 Ethical aspects in the systematic reviews 

The data charting process identified several different ethical aspects regarding social 

robots in elderly care. These aspects were grouped into four different categories: 

beneficence and non-maleficence, autonomy, dignity and fairness as well as 

technological aspects (Table 6). Detailed statements of the authors can be found in 

the Appendix (Table S9). 

Ethical aspects that were assigned to the category “Beneficence and Non-

maleficence” focused in particular on the aspects of dehumanized care as a result of 

social robots and their effects as social facilitator. A major concern was the possibility 

that social robots could be used as a replacement for human care and interaction, 

and therefore worsen social isolation of older adults. The application of social robots 

in the area of, for example, ADLs could cause more neglect and fewer interactions 

with family caregivers (Ghafurian et al., 2021, p. 41:23). The reduction of real human 

contact was one of the main fears expressed by users, even though multiple 

systematic reviews stressed that replacing human interaction is not the objective of 

social robots (Abbott et al., 2019; Góngora Alonso et al., 2019; Pu et al., 2019; 

Vandemeulebroucke, Casterlé, & Gastmans, 2018; Vogan et al., 2020; Yu et al., 

2022). However, Vogan and colleagues (2020) noted that this concern might not be 

unfounded, as the elderly population continues to grow in the future and pressure on 

health services increases, putting social robots at risk of being used as a substitute 

for social interaction, contrary to the recommendation (Vogan et al., 2020, p. 18298). 

According to Vandemeulebroucke and colleagues (2018), SARs might be considered 

suitable substitutes for human caregivers if they function as part of a safety system 

where they monitor older adults and notify health professionals in case of an 

emergency. Above all, they would be constantly available and primarily extend the 

care process (Vandemeulebroucke, Casterlé, & Gastmans, 2018, p. 158). It was 

found that most participants who had not interacted with social robots were concerned 

about a dehumanized society (Vandemeulebroucke, Casterlé, & Gastmans, 2018). 

Whereas Papadopoulos and colleagues (2020) and Vandemeulebroucke and 

colleagues (2018, 2021) addressed participants’ concern of dehumanized care and 

society, Ghafurian and colleagues (2021) argued that this viewpoint is generally 

unjustifiable. Due to the positive effects social robots can have on the quality of life 

and well-being, such as decreasing stress and frustration, the robots could actually 

lessen relationship strain and therefore improve social interactions (Ghafurian et al., 

2021, p. 41:23). Other systematic reviews have also highlighted the beneficial effects 

social robots can have on older adults. Social robots can increase engagement 
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(Abbott et al., 2019) and function as a facilitator for social interaction (Lu et al., 2021) 

and communication (Yu et al., 2022), which enables them to improve interaction 

among older adults and between older adults and their caregivers. Therefore, social 

robots can help older adults to live socially and reduce social vulnerability (Góngora 

Alonso et al., 2019, p. 538). Besides that, social robots provide pleasure, comfort, and 

companionship which can lead to a reduction in loneliness (Abbott et al., 2019).  

However, in order to be effective and have a beneficial impact on older adults, the aim 

of social robots is to establish a relationship with its user. Other aspects that were 

often mentioned in the systematic reviews are emotional attachment to the robot and 

deception. Vandemeulebroucke and colleagues (2018) mentioned that the 

relationships that are formed with the robots were seen as counterfeit and thus, as 

deception (Vandemeulebroucke, Casterlé, & Gastmans, 2018, p. 162). It was 

described how convincingly the robots mimic social interaction between the robot and 

a human (Bemelmans et al., 2012). Over time, the relationship with the social robot 

may be perceived as a friendship (Papadopoulos et al., 2020, p. 9). Consequently, 

users can form an emotional attachment to the robots (Abbott et al., 2019; Vogan et 

al., 2020). Concerns that are related to the emotional attachment of the older adults 

to the robots may occur in the care of patients with dementia. Individuals whose 

cognitive abilities deteriorate with age may not understand what the social robot’s 

actual capacities are. They will see the social robots as real companions and build a 

relationship with them, whereby the authors doubt their authenticity (Vogan et al., 

2020, p. 18298). Forming emotional attachments to the robots seems to be negatively 

connoted, as it is also described as “excessive attachment (…) with detrimental 

effects” (Abbott et al., 2019, p. 17). Deception also seems to be seen as harmful, 

although Vandemeulebroucke and colleagues (2018) noted that in certain situations 

manipulations seem to be acceptable: To prevent harmful effects of the older 

individuals’ behavior, interests of both professional and informal caregivers could be 

programmed into the robot (Vandemeulebroucke, Casterlé, & Gastmans, 2018, 

p. 163). Another aspect that was assigned to the category “beneficence and non-

maleficence” was the possibility of social robots being a time burden for the staff (Yu 

et al., 2022).  

The category of “Autonomy” encompasses aspects like the social robots’ ability to 

enable older adults to live independently, and maintain or improve their independence 

(Ghafurian et al., 2021; Góngora Alonso et al., 2019; Yu et al., 2022). In addition, the 

importance of respecting older adults’ rights and autonomy is emphasized by authors 

of systematic reviews. If an individual decides against the use of a social robot, for 
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example, because they are annoyed or bored by it (Abbott et al., 2019), their choice 

should be respected. Kachouie and colleagues (2014) stressed the importance of 

person-centered care and consequently the importance of respecting the choices of 

the elderly. Additionally, their life experiences and subjective perceptions should be 

valued. Some users express concerns that the robots might violate their autonomy 

(Vandemeulebroucke et al., 2021). Wand and colleagues (2022) emphasized the 

necessity to protect older people’s rights when interacting with a social robot. For 

patients with dementia, it is more complicated to ensure informed consent: the 

individuals are incapacitated to varying degrees, so that an ethical participation in 

such an interaction is debatable (Vogan et al., 2020). To be able to make informed 

and self-determined decisions, it is also important to be informed about all the abilities 

and limitations of the robots, to prevent too high expectations (Papadopoulos et al., 

2020). Another aspect is the discussion of who has the authority between the user 

and the robot. Vandemeulebroucke and colleagues (2018) reported that the 

relationship between the social robot and the user was seen as a boss-employee 

relationship with the robot being the employee. The user, therefore, had full control 

over the robot, but the robot still had some autonomous capabilities.  

Ethical aspects in the category “Dignity and Fairness” included discussion points 

like equal access and discrimination. Six systematic reviews mention the aspects of 

the costs of social robots or other financial or economic issues (Abbott et al., 2019; 

Ghafurian et al., 2021; Vandemeulebroucke et al., 2021; Vandemeulebroucke, 

Casterlé, & Gastmans, 2018; Vogan et al., 2020; Yu et al., 2022). The question was 

raised whether everyone would have to chance to use a social robot, as they are cost-

intensive. Not only purchasing, maintaining and programming would use up financial 

resources, but also potential training of clinical staff (Vogan et al., 2020). Furthermore, 

it was considered whether a financial investment directly into the care sector would 

not be more effective (Vandemeulebroucke, Casterlé, & Gastmans, 2018). 

Vandemeulebroucke and colleagues (2021) questioned the motivation with which 

social robots are used. Older adults felt that they were forced to be more receptive to 

the idea of social robots in elderly care, as they were an economic necessity. The 

robots were a sign of a society that was unwilling or unable to provide for its aging 

population (Vandemeulebroucke et al., 2021). Another ethical aspect that was 

discussed was the possibility of discrimination by the AI of the robots because of 

unconscious bias included in AI algorithms (Vogan et al., 2020, pp. 18299–18300). 

The ethical issue of infantilization is mentioned by four systematic reviews (Abbott et 

al., 2019; Vandemeulebroucke et al., 2021; Vandemeulebroucke, Casterlé, & 



27 
 

Gastmans, 2018; Yu et al., 2022). Older adults as well as professional staff were 

concerned about infantilization. Using social robots and losing some autonomy results 

in the inherent conflict of infantilization. Another concern of older adults was the risk 

of becoming a victim of ageism (Vandemeulebroucke et al., 2021, p. 11) or feeling the 

effects of stigmatism (Papadopoulos et al., 2020, p. 9). In general, Kachouie and 

colleagues (2014) stress the importance of seeing elderly people as a person and 

person-centered care that was inadequately represented in the primary studies. 

Technological aspects included ethical issues like privacy, safety, and user-

centeredness. Some studies mentioned safety concerns expressed by participants, 

for example in regard to technical malfunctions and/or technology limitations. 

Technical malfunctions could manifest themselves in form of an inconsistent behavior 

of the robot or the provision of incorrect information to the older adult 

(Vandemeulebroucke, Casterlé, & Gastmans, 2018), and could possibly harm the 

user. But Bemelmans and colleagues (2012) argued that compared to the more 

physical type of care robots, intrinsic safety will be easier to ensure for social robots 

because those mostly affect the users through social interaction alone (Bemelmans 

et al., 2012, p. 117). Furthermore, social robots could improve safety for older adults 

by monitoring older adults. Although this leads to a conflict of safety versus privacy. 

The aspect of privacy was also mentioned multiple times in the systematic reviews 

(Ghafurian et al., 2021; Vandemeulebroucke et al., 2021; Vandemeulebroucke, 

Casterlé, & Gastmans, 2018; Yu et al., 2022), but not further discussed except for the 

demand of maintaining users’ privacy. Vogan et al. (2020) described the robot Paro 

and explain that it can remember faces and respond to human voices as well as 

actively seek eye contact (Vogan et al., 2020, p. 18295). This can raise concerns 

about the way social robots collect and save private information. Additionally, the 

potential of abusing the collected data is mentioned, in particular in the medical 

insurance sector (Vogan et al., 2020, p. 18299). Technical malfunctions as well as 

perceiving the robots as cold and inhuman objects can cause distrust and a decrease 

in the enjoyment of using social robots so that it is unlikely to be used 

(Vandemeulebroucke, Casterlé, & Gastmans, 2018). Six systematic reviews contain 

aspects that concern the development of social robots. It was stressed that the older 

adults, as well as other involved persons, need to be included in the development and 

design process (Ghafurian et al., 2021), as well as in the process of the application 

and implementation of social robots (Papadopoulos et al., 2020, p. 10). Abbott and 

colleagues (2019) stress the importance of speaking with family members about 

previous experiences with pets as well as preferences, as some people might not 
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Evidence gaps in the systematic reviews 

Most authors identified similar evidence gaps. Oftentimes further research was 

demanded. The need for more high-quality and rigorously designed studies, like 

RCTs, was identified (Bemelmans et al., 2012; Chen et al., 2018; Pu et al., 2019; 

Wang et al., 2022; Yu et al., 2022). Other authors focused on the request for studies 

with a longitudinal design that investigated long-term impact of social robots (Abbott 

et al., 2019; Ghafurian et al., 2021; Papadopoulos et al., 2020; Vandemeulebroucke 

et al., 2021; Vandemeulebroucke, Casterlé, & Gastmans, 2018). Besides long-term 

effects, contextual, environmental and cultural factors should also be observed 

(Ghafurian et al., 2021). Additionally, future studies should include larger population 

samples (Bemelmans et al., 2012; Kachouie et al., 2014; Vandemeulebroucke et al., 

2021). There was a call for cross-cultural studies (Ghafurian et al., 2021; Kachouie et 

al., 2014), as a large part of studies were conducted in Japan (Bemelmans et al., 

2012) which can lead to potential cultural differences. Furthermore, more studies that 

included different settings like home environment (Vogan et al., 2020), and different 

populations, such as healthy older adults (Wang et al., 2022) and other stakeholders 

(Kachouie et al., 2014) like the healthcare workforce (Papadopoulos et al., 2020) and 

caregivers (Yu et al., 2022) are needed. Additionally, Yu et al. (2022) demand studies 

that are conducted in middle- and low-income countries as all their included studies 

were from high-income countries. The research was often focused on the social robot 

Paro, so future studies should also concentrate on other robots to enable the 

possibility of generalisability (Kachouie et al., 2014; Kang et al., 2020). Different 

biases and methodological issues were criticized. Novelty effects were often ignored 

so that possible benefits of social robots could be attributed to curiosity and 

excitement due to the new technology (Abbott et al., 2019). The Hawthorne effect was 

also disregarded (Kachouie et al., 2014) and could lead to changes in behaviors as 

the participants knew that they were under investigation. Vandemeulebroucke et al. 

(2021) report that there often were more female participants than male ones and 

demand sex-balanced samples. Another request was more validated and 

standardized measures for the participants’ emotional state (Kang et al., 2020) and a 

better comparison of research groups’ results (Vandemeulebroucke et al., 2021). 

Chen and colleagues (2018) point out the importance of a carefully selected control 

group intervention (Chen et al., 2018) and Pu et al. (2019) want future studies to focus 

on the dose-response effects of social robots. There was a call for clear definitions of 

social robots that are consistently used in articles about robots (Lu et al., 2021).  
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6. Discussion 

This scoping review showed the consideration of ethical aspects in systematic 

reviews about social robots in elderly care. N= 15 systematic reviews were examined 

and aspects regarding beneficence and non-maleficence, autonomy, fairness and 

dignity as well as technological aspects were identified.  

 

6.1 Summary of evidence 

The research questions that have been stated in the part “Objectives” have been 

answered in the results and will now be summarized. The first question was about 

how authors of systematic reviews defined social robots. It was found that there was 

no consistent definition, and the robot type of social robot was not clearly demarcated. 

Definitions of SAR and social robots did not show any significant differences, although 

definitions of SAR were more homogenous. Certain characteristics were identified, 

such as owning features of animals or humans and assisting the user through social 

interaction. The definition of SAR by Feil-Seifer and Mataric (2005) which defines the 

robot as the intersection of SIR and AR was mentioned in two systematic reviews. 

The purpose of social robots was not always easily identified. The main purposes of 

social robots are the improvement of QoL and well-being through the provision of 

companionship and assistance, the enhancement of social interaction and the 

promotion of independence. Ethical aspects were discussed in the majority of 

systematic reviews, only two studies did not mention any. However, the extent and 

depth of the discussion of ethical issues varied greatly. The identified author 

statements that included a discussion of ethical issues were summarized in form of a 

keyword and grouped into different categories. The categories were inspired by the 

four principles of biomedical ethics and complemented by technological aspects, as 

social robots are not primarily assigned to the topic of biomedicine. Evidence gaps 

were described. There is a need for more high-quality research that keeps bias as low 

as possible. Furthermore, research on different stakeholders is required and the 

impact of cultural differences on the perception of social robots and related ethical 

aspects should be examined.  

This scoping review does not concentrate on the discussion of what defines good 

care, or which ethical aspects are the most relevant. It points out which ethical issues 

are included in systematic reviews about social robots in elderly care. It should be 

kept in mind that the majority of included systematic reviews (n= 7) originated in an 

European country which is why values and viewpoints from this region may be 
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particularly represented. Ethical issues assigned to the category “Autonomy” were 

included in the most systematic reviews (n= 11). Aspects concerning beneficence and 

non-maleficence, such as the dehumanization of care and the effect of social robots 

on social interaction were discussed more extensively. Ethical issues that were 

mentioned hardly at all in any systematic review were transparency, for example, of 

the monitoring process and who takes responsibility and liability in case of 

malfunctions or damage. Rarely discussed were issues regarding data security and 

data management: How is the handling of sensitive data? What data is recorded, and 

processed and how is access by external persons prevented? Many ethical aspects 

were mentioned superficially without further elaboration.  

It should be considered how many of the discussed ethical issues are also deemed 

relevant in practice and the everyday application of social robots. For example, the 

aspect of deception seemed to be perceived as harmful. Yu et al. (2022), on the other 

hand, found out that deception was not a major limitation for stakeholders. As long as 

interventions were beneficial, they seemed to be okay with deceiving older adults; in 

this case, people with dementia (Yu et al., 2022). Vogan and colleagues (2020) 

criticized that older people experiencing cognitive decline may genuinely believe they 

have a relationship with a machine. The relationship could be considered unreal 

because social robots are incapable of experiencing feelings and therefore cannot 

reciprocate them. How relevant these circumstances are perceived by affected 

persons, i.e., older adults, was not mentioned. It is important to discuss these points 

with older adults. This scoping review also showed the conflict that existed regarding 

the effect social robots have on social interaction. On one hand, social robots can act 

as social facilitators and increase engagement and communication, on the other 

hand, they can result in further social isolation and possibly replace humans. The 

effect that social robots ultimately have depends on their application and the intention 

with which they are used. The intention should be clearly defined before 

implementation. Apart from the call for involvement and consultation of all 

stakeholders, the aspect of a potential time burden on caregivers was the only one 

that related to people other than older adults. Time burden can arise when additional 

training for proper handling of the robots is required or when the caregivers must be 

constantly present while the social robot is in use and thereupon do not have time to 

fulfill their tasks. A contrary argument would be that social robots increase 

independence so that caregivers would be free to complete different tasks or assist 

others requiring attention while the user works on tasks or the like by themselves. 

Consequently, the caregiver would have more time for tasks where their skills have 
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the greatest impact and do not spend time on rudimentary and repetitive tasks (Vogan 

et al., 2020). 

 

6.2 Limitations 

When interpreting the results, several limitations that are in this scoping review should 

be kept in mind. First, this scoping review was conducted according to the PRISMA-

ScR Checklist. However, it did not adhere to the guideline in regard to prior 

registration of a protocol which is important to show the process of the scoping review 

transparently (Elm et al., 2019). It is possible that relevant systematic reviews were 

not found and therefore not included in this scoping review. To begin with, the term 

“systematic review” is not always clearly defined and used so studies that did not 

mention the term in title or abstract, later in methods, were excluded. The search 

terms did not include any specific names of social robots except for “Paro” as the most 

common and established social robot. Further, search terms regarding the population 

did not include any age-related diseases, such as dementia. Studies that solely 

addressed social robots for dementia patients and did not include the term “elderly” 

in any way were excluded. Furthermore, only three databases were searched. 

Engineering databases were not included as it was assumed that they did not focus 

on systematic reviews. Teleoperated or telepresence robots were not sought as a 

primary focus in this scoping review. They were not defined as social robots because 

of their need to be operated remotely, therefore not being autonomous, and missing 

inherent social capacities. Another limitation is the fact that it was not possible to have 

a second person screening the articles and coding the data. Hence, the subjectivity 

of the author has to be taken into account as well as the own bias in identifying ethical 

aspects. The systematic reviews were screened for ethical aspects that have already 

been mentioned in the literature, although it is possible that some aspects were 

overlooked or openness for new aspects was restricted.  

In general, it is possible that systematic reviews were excluded that were not 

published in English or German or were published later than the search date. For 

example, one article was excluded as it was still a pre-print at the time of the literature 

search and thus, did not fulfill the inclusion criteria. Later, it was published in a peer-

reviewed journal and would have been eligible (Lee et al., 2022). It needs to be kept 

in mind, that the included systematic reviews did not aim to discuss ethical aspects. 

Therefore, several ethical issues might have been discussed in the primary studies, 

but, as it was not relevant for the research question of the systematic reviews, ethical 
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aspects might not have been transferred to the systematic reviews. However, the 

consideration of ethical aspects in the application of new technology like social robots 

in vulnerable groups is important and should be included regardless. 

This scoping review did not conduct an analysis of overlaps or quality assessment of 

included systematic reviews. The analysis of overlaps examines how many of the 

primary studies are included in more than one systematic review, thus generating an 

excessive overweight. It is likely that there is overlap in this scoping review because 

two systematic reviews by the same corresponding author that included primary 

studies from the same year were included (Vandemeulebroucke et al., 2021; 

Vandemeulebroucke, Casterlé, & Gastmans, 2018). Additionally, two studies primarily 

focused on the robot “Paro” (Kang et al., 2020; Wang et al., 2022). It can be argued 

that an analysis of overlaps as well as quality assessment is more crucial for the 

evaluation of effectiveness. However, since the research questions focus on the 

presence of ethical aspects, it was assumed that the lack of analysis of overlaps and 

quality assessment was not severe.  

The general effectiveness of social robots in elderly care, whether robots were more 

effective in a group setting or when used individually, how exactly the social robots 

are applied in elderly care and the acceptance of social robots were not a thematic 

focus of this scoping review. Furthermore, ethics that only discussed the research 

process was not a focus. This work does not show the ratio of where the primary 

studies were coming from or if any countries dominated the research field so it was 

hard to estimate cultural bias. It was also challenging to evaluate what role the cultural 

background of the study authors played regarding the inclusion and assessment of 

specific ethical aspects. However, Principlism is considered global bioethics and gives 

a moral framework that is universally applicable and permits a systematic evaluation 

of the moral dilemma in biomedicine. Furthermore, it is recognized by morally 

dedicated individuals across all societies and cultures (Beauchamp & Rauprich, 

2016). As ethical aspects in the systematic reviews were discussed in varying depth, 

it was hard to map the extent to which the respective authors included ethical aspects. 

Table S9 in the Appendix presents this in a more comprehensible way. It should be 

pointed out that ethical issues related to social robots have mainly been addressed 

from the perspective of the elderly and not from the perspective of others involved, 

such as family members or caregivers. However, it is essential to note that social 

robots never affect only one target group and that the social environment of elderly 

people should be considered in a holistic context. 
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It was noted that a systematic review that did not include primary studies with 

qualitative study characteristics automatically excluded a deep discussion of the 

ethics of the application of social robots in elderly care. If the commonly used 

questionnaires of quantitative studies did not give the opportunity to highlight ethical 

concerns, stakeholders could not provide their opinions about ethical discussion 

points (Vandemeulebroucke et al., 2021).  

 

6.3 Implications for further research and practice  

Social robots are a new topic, many of its technological approaches are still in their 

infancy and most published literature is very recent. Schicktanz & Schweda (2021) 

note that the early stages of technological development provide opportunities for 

guiding ethical reflection. Likewise, it is crucial to make sure that ethical principles are 

used while designing social robots and AI interventions because many interventions 

are still created without taking ethics into account (Papadopoulos et al., 2020).  

In general, more high-quality research is needed to establish the positive and clear 

effects of social robots in elderly care (Pu et al., 2019). Furthermore, their optimal 

application should be researched, as it is claimed that robots that only provide non-

physical, social support might not be cost-effective (Bedaf et al., 2015). It is also 

criticized that robots that do not assist in any physical way could be substituted by 

other types of intelligent systems that have lower costs and higher robustness 

(Ghafurian et al., 2021).  

More research is needed that focused on the application of social robots in a home 

setting (Vandemeulebroucke et al., 2021), even though this is harder to supervise and 

study. When developing interventions with social robots for the elderly, the focus 

should be on patient-centered care (Lu et al., 2021). The interventions should be 

targeted at the individual (Abbott et al., 2019), but also the robots themselves should 

be user-friendly and personalizable (Ghafurian et al., 2021). 

Consulting with family members (Abbott et al., 2019), and co-designing robots with 

other stakeholders (Ghafurian et al., 2021), such as social scientists, health 

professionals, and users (Góngora Alonso et al., 2019), is important for future 

implementation of social robots. Some authors suggest establishing training for 

homecare staff to enhance the positive impact of the robots (Abbott et al., 2019; Wang 

et al., 2022).  
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It was found out that most ethical concerns did not matter enough to be obstacles to 

successful implementation in the real world. Costs were mentioned as the only 

deterrent to purchasing a robot (Yu et al., 2022). Still, it is argued that any studies 

about social robots in elderly care should always include an ethical analysis. It is 

suggested to use Health Technology Assessments (HTAs) which can also provide 

insights into how the robots are experienced by older adults (Vandemeulebroucke et 

al., 2021). It is important to engage in dialogue with older adults and consider different 

levels of digital literacy.  

 

7. Conclusion 

This scoping review provided an overview of ethical aspects that existed in systematic 

reviews about social robots in elderly care. Most systematic reviews mentioned 

several ethical concerns and aspects regarding social robots but the level of detail in 

which the aspects were described and discussed varied greatly. Many mentioned 

ethical aspects but did not go into more detail or carried out an ethical evaluation. 

There is a need for clear definitions regarding the type of social robots as well as 

universal ethical guidelines for the application of social robots in elderly care.  

Social robots have the potential to improve well-being, social interactions, and 

independence. According to the WHO framework of healthy aging, social robots can 

help to maintain capacity in old age by providing assistance. They can be applied in 

all three subgroups: elders with high and stable capacity, those with a decline in 

function, and older people who experience substantial loss of capacity. Consequently, 

they might be used in future elder care and therapy, especially since the percentage 

of elderly people will rise further and the shortage of healthcare workers will continue 

to exist. As social robots are a type of new technology, they will initially be available 

mainly to the wealthier people, although aging is not restricted to one socioeconomic 

class. Open questions like who takes responsibility in case of damage or injuries 

caused by social robots should be discussed. Furthermore, consideration should be 

given to a fair distribution of scarce resources and if social robots are the ideal solution 

for existing problems in the healthcare sector.  

When regarding the application of social robots in elderly care, a holistic approach is 

important that also includes older adults and other involved stakeholders in all steps 

of the process. Interventions should be adapted to the individual’s needs and ethical 

aspects should be considered and discussed in research, implementation, and 

development.  An analysis of ethics in future studies is recommended.  
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impairment in 
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and allow 
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improving 
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Healthbot, iCat, 
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Robovie,Wonder 

mostly nursing 
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Kang et al., 
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physiological 
conditions and 
medical 
treatment  

well-being & QoL 
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social robot  Paro nursing home; 
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daycare & 
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care facilities, 
Table 2 
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psychogeriatri
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Papadopoul
os et al., 
2020 
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in the care of 
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reducing 
anxiety, 
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improving 
quality of life, 
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and 
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QoLlonelinessso
cial interaction 
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assistive 
humanoid 
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or university 
laboratirues, 
private 
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laboratory-> 
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healthcare 
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Pu et al., 
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QoL & well-being 
social interaction 
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medication use 
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centers and 
participants' 
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-broucke et 
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support older 
adults in 
maintaining 
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independence 
and to 
minimize 
social 
isolation 
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(minimize 
isolation) 

SAR Nabaztag, Karotz, 
Kompai robot, no 
robot was used, 
Care-o-bot, 
Tangy, Shopping 
Assistant Robot, 
CompanionAble, 
iRobi, RobuLab, 
Pearl nursebot, 
Nexi MDS, NAO; 
Kobian, Prototype 
robot 

institutionalize
d (2x) and 
community-
dwelling (9x) 
settings; 
remaining 
unclear 
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performed: 
household 
tasks, 
personal care 
tasks, 
companionshi
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communicatio
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assistance in 
daily life - 
independence 
companionship 
social interaction 

SAR Kompai robot, 
Personal Robot 2, 
NAO robot, Brian 
2.1 robot, 7 
studies used 
lesser-known 
SARs 

12x 
independent 
living 
2x 
institutionalize
d 1x 
institutionalize
d+ 
independent 
living 
8x no 
information 

Vogan et al., 
2020 

cognitive 
training, 
impact on 
cognition 
when used in 
therapy, 
companionshi
p, role in 
affective 
therapy 

cognitive training 
companionship 
therapy 

SAR or 
service-type 
robots 

Kabochan 
Nodding 
Communication 
robot, Silbot and 
Mero, NAO 2x, 
Paro 5x, 
ActiveMedia 
Peoplebot, 
Pepper 

Table 2 

Wang et al., 
2022 

improve older 
adults’ well-
being, 
physical, and 
mental health. 
Quality of Life, 
biopsychologi
cal conditions, 
reducing 
medical usage  

well being 
(physical, mental 
health) 
QoL 
medication use 

Paro Paro retirement 
home, nursing 
homes, 
residential 
care facility, 
long-term care 
homes, 
dementia day 
care centers, 
urban secure 
dementia units 

Yu et al., 
2022 

SAR: effects 
on dementia 
outcomes 
(cognition, 
neuropsychiat
ric symptoms: 
agitation, 
anxiety, 
depression, 
apathy, 
Quality of Life) 

reducing 
dementia 
symptoms 

SAR Paro, AIBO, 
Justocat, 
NeCoRo, Pleo, 
Hasbro Joy for all, 
FurReal Friends 
robot, Hybrid-face 
robots, 
Kabochan, 
Lugwid, Giraff, 
Vgo, Ed, 3DX 
robot, MARIO, 
Matilda/Betty/Sop
hie and 
Jack/Papero, 
Guide, NAO, 
Silbot, 
Pepper,Ourpuppe
t ELISA 

mostly living in 
long-term care 
setting (e.g., 
nursing 
homes) 
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Papadopoulos 
et al., 2020 

yes; 
implicitly 
and 
explicitly  

"(...) a recent qualitative exploration among different 
stakeholders in the healthcare context revealed that 
ethical and legal challenges, the lack of interests from 
professionals and patients, and concerns related to the 
robot’s appearance and robotic expectations were major 
barriers to their potential use." (p. 2) 
"(...) in one of these studies participants felt that not only 
over time ease of use would improve, but also that the 
relationship with the SAHR may turn into a friendship." 
(p. 9)  
"Two other studies elaborated on the negative views 
towards robots in terms of dehumanisation of care and 
society, and of stigmatising effects associated to being a 
dependent individual in decline." (p. 9) 
"Technology malfunction and/or technology limitations 
were reported as areas of concern (...)." (p. 10) 
"Surprisingly for the heavily regulated field of healthcare, 
the issues of safety, ethics and safe guarding were not 
identified in this review as significant implementation-
related factors, even though nurses and healthcare 
workers have been raising these issues. Safety and 
ethical issues were reported as major concerns in 
previous systematic reviews, and it is imperative that 
future research investigates these issues and 
understands their implications. The field of social 
humanoid robots poses many ethical challenges 
especially because robots could be designed to assume 
different roles and for different purposes: from service 
robots assisting in concierge types jobs to companion 
robots. In agreement with Vandemeulebroucke et al, we 
believe that an ethical approach demands that all 
stakeholders should have a voice in the current debate, 
but also in the design of future technologies, their 
application and implementation." (p. 10) 
"(...) policy makers should work collaborative to ensure 
the ethical and safe implementation of robots." (p. 10)   

expectation 
(deception, 
informed 
consent), 
familiarisation; 
deception, 
emotional 
attachment 
dehumanized 
care just a 
viewpoint? 
ageism 
Harm through 
malfunction 
development: 
all 
stakeholders 
 
framework for 
ethical values 

Pu et al., 
2019 

Yes, 
explicitly 

"Furthermore, ethical issues should be considered as 
HRI is not designed to replace human contact but 
regarded as a possible adjunct to HAI in the care of 
vulnerable older adults. Human rights and autonomy 
should be respected during the application of social 
robots as some individuals may prefer live animal 
interaction." (p. e49) 

not to replace 
humans 
respect for 
human rights 
and autonomy 

Vandemeule-
broucke et al., 
2018 

yes, 
indirectly 
+ 
explicitly  

SARs as virtuals doctors that monitor older adults: 
"SARs could be made continuously available and could 
even be seen as suitable replacements for human 
caregivers." (p. 158) 
The user-SAR relationship was regarded as a boss–
employee relationship, with the user – the older adult – 
being the boss. (...) This illustrates the belief of some 
older adults that SARs should have autonomous 
capabilities but also should remain under the control of 
users." (p. 160) 
"Technical malfunctions, such as inconsistencies in a 
SAR’s behavior, providing incorrect information to the 
user, and producing incomprehensible speech, were 
considered as losing control over the SAR; which causes 
or could cause distrust of the robot and to feelings of 
uncertainty about whether they should use it again." (p. 
160) 
"The lack of spontaneity made the SAR appear as a 
cold, inhuman object and might decrease the enjoyment 
that older adults would have of the robot over time." (p. 
161) 
"The primary ethical concern that was expressed by 
mostly participants who reflected 

replacement 
for humans 
positive 
effects: 
loneliness, 
authority- who 
is the boss 
malfunctions 
and harm 
(trust) 
cold objects- 
decrease 
enjoyment 
dehumanized 
society 
social isolation 
deception 
safety vs. 
Privacy; 
manipulation 
acceptable, 
infantilization 
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on the use of SARs in aged care settings without having 
interacted with one, had to do with a profound fear for a 
dehumanized society with the introduction of SARs." (p. 
162) 
"(...) there was an underlying fear among many that 
social isolation could be a consequence of introducing 
SARs in aged care." (p. 162) 
"A SAR with the purpose of satisfying a companionship 
role was seen by some as a form of deception, since 
such a relationship was thought of as being counterfeit." 
(p. 162) 
"This safety function was mostly equated with a 
monitoring function. As a consequence, many 
participants felt a tension between the notions of safety 
and privacy in SAR implementations." (p. 162) 
"This implies that a certain amount of manipulation of the 
user by the SAR could be acceptable, e.g. reminders to 
do something to promote a healthy lifestyle." (p. 163) 
"Infantilization of older adults is also a result of the 
inherent conflict between the use of SARs and the loss 
of some autonomy." (p. 163) 
+ financial and economic issues 

financial 
issues 

Vandemeule-
broucke et al., 
2021 

Yes "Only two studies reported on privacy issues." (p. 7) 
"(...) it seems that one central aspect of this process was 
not, or only slightly, touched upon in the included 
studies, namely the ethical dimension of SAR use in an 
aged-care setting." (p. 11) 
"Nonetheless, Vandemeulebroucke et al. (2018) pointed 
out that older adults do have broader ethical reservations 
about SAR use than simply the issues of privacy and 
trust. These authors identified four main ethical 
reservations vis-a-vis` SAR use in aged care. First, older 
adults fear that the use of SARs could lead to 
dehumanized care and a dehumanized society, in 
general, in which social isolation of older adults will only 
worsen. Second, older adults worry about their privacy 
and autonomy being violated by SARs. Third, older 
adults worry about being infantilized or becoming a 
victim of ageism. Fourth, older adults worry about the 
motivation behind using SARs in aged care, viewing this 
technology as an economic necessity." (p. 11-12) 
"In both of these studies, SARs were perceived as the 
physical manifestation of a society that is unable, or 
unwilling, to care for its older population. Consequently, 
SARs were perceived as a “necessary evil” (Wu et al. 
2016, p. 11). Because of this perception, older adults felt 
they had to be necessarily more open to the idea of 
using SARs in aged care." (p. 12) 

privacy, trust 
social isolation 
and 
dehumanized 
care 
privacy and 
autonomy 
infantilization; 
vicitim of 
ageism 
 
motivation of 
usage? 
Economic 
reasons? 
Society unable 
to care 
 
forced to be 
open about 
robots - 
necessity  

Vogan et al., 
2020 

  Paro: "It can also respond to the human voice. 
Additionally, it remembers faces, learns actions to 
produce positive reactions from its users, and actively 
seeks eye-contact." (p. 18295) 
"Despite the proven and potential benefits of Artificial 
Intelligence and SARs as tools of intervention to mitigate 
the symptoms of age-related cognitive decline, there are 
a number of concerns which arise related to user 
attachment and social neglect, possible practitioner 
disinterest, the technical requirements of health service 
providers and the prohibitive costs of robots. 
Interventions for elderly individuals experiencing age-
related cognitive decline necessarily means that subjects 
will lack various degrees of incapacitation that make 
ethical participation in such an interaction contentious. 
Put simply, participants may not understand the actual 
capacities of the machines they interact with." (p. 18298) 
"Clearly, human beings of an advanced age who suffer 
from cognitive decline will come to view SARs as real 

privacy, data 
protection 
attachment, 
social neglect, 
technical 
requirements/ 
literacy, costs 
deception 
(dementia) - 
no real 
relationships 
substitute for 
human care 
should not 
replace 
information 
collection 
(context robots 
or studies?) 
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companions. Because of this, they are capable of 
developing, at least in their minds, relationships with 
these machines. Consequently, attachment should be 
expected." (p. 18298) 
"(...) because of the engaging nature of SAR combined 
with overwhelming pressures we can expect on future 
health services, as elderly populations grow 
exponentially, these tools designed to meet the needs of 
this vulnerable people could be at risk of becoming a 
substitute for real social interaction." (p. 18298) 
"(...) SARs are not, in fact, designed to replace 
practitioners of cognitive intervention of the elderly, but 
more specifically to augment and extend their effect." (p. 
18299) 
"(...) there are the various costs of not only purchasing, 
maintaining and the programming, but of also training if 
the general knowledge of the clinical staff fails to meet 
the requirements." (p. 18299) 
"(...) concern has been expressed in the public sphere 
regarding the ethics of information collection and the 
possible abuse or error as it pertains particularly to 
medical insurance coverage." (p. 18299) 
Bias and discriminatation by AI 

bias and 
discrimination 

Wang et al., 
2022 

yes, 
explicitly  

"Moreover, as older adults with dementia lost part or all 
of their autonomy, ethical issues should be considered 
during the application of Paro as intervention methods. 
How to protect the rights of older adults when they 
interact with Paro is worth thinking deeply about." (p. 37) 

respect the 
rights, 
autonomy 

Yu et al., 
2022 

Yes Paro being reported as childish, and time burden for 
stuff. (p. 4) 
"Humanoid companion robots appeared feasible and 
acceptable to people with dementia, caregivers, and 
staff, but cost and potential reduction of human contact 
were raised as concerns." (p. 13) 
"Similarly, Pepper and MARIO were perceived by 
caregivers and staff to be useful in facilitating 
communication and interactions, and assisting daily care 
activities, such as safety monitoring. But concerns that 
robots might replace real human interactions were raised 
as limitations in both studies." (p. 16) 
"Acceptability of homecare robots may improve if they 
are conceptualised as a benefit and a means for 
maintaining independence rather than as sign of a 
person’s deteriorating ability." (p. 20) 
"From our review, several ethical concerns were raised 
as limitations of robots use in dementia, including use of 
pet companion robots was infantilisation of people with 
dementia, intrusions on privacy from teleoperated 
communication robots and reduced human contacts by 
substituting from all types of robots. Cost of robots 
presented as a continual limitation throughout our 
findings, raising an ethical concern related to equality of 
access of robot use on people with different socio-
economic status." (p. 20) 

infantilization, 
time burden,  
acceptable, 
costs,  
social 
isolation,  
facilitator of 
communication 
assisting, 
safety in 
monitoring, 
independence 
instead of 
sigmatism - 
user-centered 
development, 
privacy, 
equality of 
access 
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Kachouie et 
al., 2014 

there is a need to do some cross-cultural studies, engaging 
different types of robots and home-based field trials. + 
multilingual robots great advantageHowever, most of the 
included studies came up with inadequate understanding 
on stated and perceived expectations.Only a few studies 
included stakeholders other than the elderly. Different 
stakeholders (e.g., nurses, family members, managers of 
nursing homes) have different needs and their expectations 
of robots vary widely, and it is important to consider their 
perspectives (Broadbent et al., 2009), so one of the starting 
points should be identification and examination of various 
stakeholders’ expectations (Sitte & Winzer, 2004). Many of 
the included studies are weak in terms of writing and 
reporting, which limits the reproducibility and repeatability 
of trials.Inadequacy from research methodology viewpoint - 
nearly all of them are uncontrolled trials - biasInnovative 
research strategies are needed to overcome these 
imperfections. In future research, there is a serious need 
for addressing methodological issues and conducting 
research more rigorously. 

corss-cultural 
studies, different 
types of robots, 
home-based field 
trialsinclusion of 
different 
stakeholders, more 
innovative research 
strategies, 
addressing 
methodological 
issues (minimizing 
bias: novelty effect 
and Hawthorne 
effect; not long 
enough, low sample 
sizes) p. 387 

Kang et al., 
2020 

There was inconsistency among the findings of studies. 
Inconsistent findings may reflect the differences in the 
clinical and demographic characteristics of the participants, 
facilitator training, level and duration of exposure to PARO, 
and measurement tools. It is advisable to screen the 
presence of neuropsychiatric symptoms by using NPI-Q.32 
...However, different measures were used to assess the 
effects of intervention on participants’ emotional state and 
social interaction with PARO. There is a need to develop 
more validated or standardized measures in this area. 
More studies warrant a review of outcome measures, 
including 
socially assistive robots such as NeCoro, a catlike robot, 
and AIBO, the robotic dog. 
Conclusion:  Furthermore, there is a strong need for a 
standardized training protocol for both proxy observation 
and facilitator for evaluating the effectiveness of PARO 
intervention. 

more validated or 
standardized 
measures for 
emtional state and 
social interaction 
with the robot; 
also other social 
robots,  

Lu et al., 2021 “assistive social robots” are not consistently and clearly 
defined in articles on robots. Some research designs were 
not robust, described the intervention process in insufficient 
detail,  
and used inadequate sample sizes. Heterogeneity existed 
among the studies in the meta-analysis...No precision tools 
have assessed the effects of SARs on (socio)psychological 
and physiological outcomes. More research is required to 
confirm the effect of SARs on (socio)psychological and 
physiological outcomes. Cultural factors and the use of 
different tools to diagnose dementia mean that dementia 
has different definitions. 
Additional research is required to experimentally investigate 
the effects of the duration of exposure featuring pet-type 
robotics within a variety of older people health care 
settings. In addition, educational training (eg, having 
appropriate knowledge of patients’ hobbies and respecting 
participants’ rights) and environmental factors (eg, paying 
attention to the influence of the physical environment and 
strengthening observation and listening skills) must be 
considered before the initiation of pet-type robot 
interventions. Further research is urgently required in the 
field of pet-type robots (AIBO, NeCoro, and Haptic 
Creature) 

clear definition of the 
robots, more 
research needed to 
confirm effects, 
duration of exposure, 
consideration of 
environmental 
facotrs and 
educational training 

Papadopoulos 
et al., 2020 

The evidence is too scant to generalise these initial 
findings, and further research is needed to assess the 
impact of these, and other factors, onto SAHR’s 
acceptance and implementation in health and social care. 
Furthermore, the research focus has currently been placed 

further research, no 
discussion of the 
needs of the 
healthcare 
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on understanding the acceptance of robots by adult users, 
but there is no discussion of the needs of the healthcare 
workforce on a professional level, and how these needs are 
being met by educational institutions, professional 
organisations, and employers. 
Longitudinal studies can provide the opportunity to 
investigate whether fear of using a new and unfamiliar 
technology, or losing interest in a new technology 
(diminishing novelty effect), are related to negative 
attitudes. 

workforce, 
longitudinal studies,  

Pu et al., 
2019 

Therefore, more research is needed to identify the 
relationship between the severity of dementia and 
responses from using social robots. 
There is still a lack of RCTs comparing the effectiveness  
of different dosages of the intervention, such as frequency  
and duration of the use of the social robot with older adults.  
Evidence from animal-assisted therapy (AAT) may provide  
some guidance regarding the dose–response effects of 
social  
robot interventions. ... Further research should focus on the 
dose–response effects as well as the duration of social 
robot intervention required to achieve positive outcomes. 

more research to 
identify relationship 
between severity of 
dementia and 
responses from 
using social robots,  
more RCTs; focus on 
dose-response 
effects, duration of 
social robot 
intervention 

Vandemeule-
broucke et al., 
2018 

Further research should focus more on the complexity of 
using SARs in aged care, as well as the complexity of 
people’s attitudes expressed toward them. 
Longitudinal research on attitudes and experiences of older 
adults can produce a clearer account of the evolution in 
actual experience and attitudes toward SARs. Following 
Finch and colleagues (2003) and Pols & Willems (2011) we 
also recommend an ethnographic approach to study the 
implementation, appropriation and use of SARs in aged 
care settings because of the holistic nature of this type of 
approach. 

focus more on 
complexity, 
longitudinal research 
on attitudes and 
experiences, using 
an ethnographic 
approach 

Vandemeule-
broucke et al., 
2021 

 More research is necessary to fully understand the 
meaning of these findings in the particular social context of 
aged-care assistance. 
When participants only interact with SARs during a very 
limited time, we need to be careful when interpreting 
positive attitudes towards SARs because of an effect of 
SARs being something new. Referring to anecdotal 
evidence, Sharkey and Sharkey (2012) warn that this effect 
can fade away. Additionally it can be questioned whether 
such a “newness effect” is enough of a solid basis to build a 
substantial relationship with a SAR, of any sort, upon. 
Most of the included studies involved more female than 
male participants. Several studies supported the notion that 
older adults’ reactions to robots could be influenced by their 
gender, or that one or the other sex may tend to have a 
negative attitude toward robots. 
Based on these limitations, future studies on older adults’ 
experiences and perceptions regarding SAR use in aged-
care setting should use a longitudinal design in which 
participants can interact with SARs for a longer period. 
Moreover, larger participant samples and sex-balanced 
participant samples are needed. Finally, there is an urgent 
need to develop and psychometrically test a valid 
measurement instrument to  
facilitate comparisons of different research groups’ results.  

more research, 
novelty effect, more 
female than male 
participants, 
longitudinal design 
studies, larger 
participant samples, 
sex-balanced 
samples, develop 
valid measurement 
instrument for better 
comparison of 
research groups 
results 

Vogan et al., 
2020 

Future research should focus on SARs in the home 
environment. 
Finally, this systematic review has acknowledged that the 
confidence to employ future strategies or to make confident 
generalizations based on the findings of this review are 
diminished by the heterogeneity of the study designs and 
objectives, robot design and function, and sample size and 
sample duration. While some studies used healthy 
participants, others included participants experiencing 

research in home 
environment, 
generalizations are 
limited by 
heterogenitiy of 
studies 
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advanced cognitive decline. To strengthen confidence in 
the findings, by improved reproducibility and 
generalizability, these elements will need to be addressed. 

Wang et al., 
2022 

On one hand more studies should focus on exploring the 
potential of Paro for healthy older adults. On the other 
hand, more RCTs are needed to verify the effectiveness of 
Paro on older adults with dementia. 
We need further research to explore the optimal 
intervention formats based on users’ needs and desires to 
maximize the 
beneficial of Paro. 
The result of this study indicates that further research are 
needed to examine appropriate intervention frequency and 
duration as well as the effects of dosage of Paro 
intervention. 
More RCTs should be established for exploring the role of 
Paro in older adults without intellectual obstacle and the 
optimal intervention methods in helping older adults 
interacting with Paro.  

potential for healthy 
older adults, 
more rigorously 
designed RCTs, 
research to identify 
optimal intervention 
format (frequency 
and duration), more 
RCTs 

Yu et al., 
2022 

Future research should further investigate whether the level 
of human resemblance could be important in acceptability 
of humanoid companion robot. Although the only RCT 
found no evidence of benefits of neuropsychiatric 
symptoms and quality of life, higher quality RCT are 
needed. 
telepresence communication robots:  Robot developers 
could  
improve interface designs to simplify using them, and future 
studies could consider examining time saved.  
Future research should investigate what limitations of 
robots  
would influence real world implementation. 
All studies were from high income countries and thus there 
is no evidence about low- and middle-income countries. 
Third, we did not find any outcomes for caregivers when 
assessing effectiveness. Fourth, most participants were 
care homes  
residents, so our findings are less generalizable to 
community-dwelling population. 
Future research should explore in greater detail what 
happens during interaction between the user, the robot and 
anyone else present. This might provide new insights into 
effectiveness and immediate benefits of robot use. Also 
many studies were predominately qualitative or small 
observational studies without control groups and used non-
validated outcome instruments. Future studies should use 
high quality designs to establish further evidence with 
active control groups to find out if companion robots are as 
good as or superior to plush toys or real animals. 

higher quality RCT 
needed, studies 
needed from low- 
and middle-income 
countries, assessing 
oucomes for 
caregivers,  
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