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Zusammenfassung 
 
Michael Clasen 
 
Thema der Masterthesis  

High-Speed Messverfahren für die instationäre Umströmung und die 
Strukturoszillationen eines beweglich aufgehängten Tragflügels im Windkanal 

 
Stichworte 
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Typ Göttingen Subsonic, Seifenblasen-Generator, DEHS-Generator 

 
Kurzzusammenfassung 

Diese Arbeit umfasst experimentelle Untersuchungen des strömungsmechanischen und 
strukturdynamischen Verhaltens eines im Windkanal positionierten Tragflügels, welcher 
über Dreh- und Blattfedern elastisch gelagert ist. Durch den Windkanal wird eine freie 
Luftströmung generiert, welche im Reynoldszahl Bereich des laminar-turbulenten 
Übergangs eingestellt wird. Mithilfe von non-invasiven, bildgebenden Messverfahren 
werden die Bewegungen des Flügels, die ebenen Strömungsfelder des umgebenden 
Fluidmediums und deren Wechselwirkung miteinander untersucht. Die Strömungsfelder 
werden durch die High-Speed Particle-Image Velocimetry (HS-PIV) vermessen. Für das 
Schwingverhalten des Flügels wird die Messtechnik Digital-Image Correlation (DIC) 
verwendet. Darüber hinaus wird eine Machbarkeitsstudie erstellt, die eine zeitliche 
Synchronisation beider Messmethoden erörtert, Umsetzungsideen generiert und erste 
Messergebnisse bewertet. 

 
 
Michael Clasen 
 
Title of the thesis 

High-speed measuring methods for the unsteady circulation and the structural 
oscillations of an elastically mounted wing in a wind tunnel 

 
Keywords 
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subsonic type, soap-bubble generator, DEHS generator 

 
Abstract 

This report includes the experimental investigations of the fluid mechanical and the 
structural dynamic behavior of a wing which is positioned in a wind tunnel and elastically 
mounted by torsional and leaf springs. An air free-stream is generated by a wind tunnel 
which is adjusted in the transitional laminar-turbulent Reynolds number regime. With 
non-invasive image measuring methods, the motions of the wing, the velocity fields of 
the surrounded fluid medium and their interaction are investigated. The velocity fields are 
measured by the high-speed particle-image velocimetry (HS-PIV). For the vibrational 
behavior of the wing, the measuring technique digital-image correlation (DIC) is used. 
Furthermore, a feasibility study is presented, which discusses the temporal 
synchronization of both measuring methods, generating practical applications and 
evaluating first measurement results. 
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Nomenclature

The abreviations or notations used in this report are explained below with their unit. If

a notation does not appear in this section, it is explained in the context of the report.

Abbreviation

AoA Angle of Attack

ARF Advanced Recording File

ASCII American Standard Code for Information Inter-

change

AVI Audio video interleave (file)

BMP Bitmap (image file)

BNC Bayonet Neill Concelman

CAD Computer-aided design

CCD Charge-coupled device semiconductor

CMOS Complementary metal-oxide

c.o.g center of gravity

COS Coordinate system

CPU Central Processing Unit

CTA Constant-temperature anemometer

DAQ Data acquisition board

DEHS Di-Ethyl-Hexyl-Sebacat

DFT Discrete Fourier Transform

DIC Digital-image correlation
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NOMENCLATURE

Abbreviation (continuance)

1D One-dimensional

2D Two-dimensional

3D Three-dimensional

disp z displacements in z-direction

DOF Degrees of freedom

E Elastic axis (of the airfoil)

e.g. exempli gratia

FFT Fast Fourier Transform

Fig. figure

fps Frames per second (unit)

FSI Fluid-Structure Interaction

G center of gravity

GB Giga byte (unit)

HS-DIC High-Speed digital-image correlation

HS-PIV High-Speed particle-image velocimetry

Hz Hertz (unit)

i.e. id est

IW Interrogation window

LAO Large amplitude oscillations

LCO Limit-cycle oscillations

LDA Laser Doppler anemometry

LED Light-emitting diodes

LES Large-eddy-simulations

LSO Light sheet optics

MP Monitoring point

MPx Mega pixels (unit)

MPPS Most penetration particle size

NACA National Advisory Committee for Aeronautics

NASA National Aeronautics and Space Administration
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Abbreviation (continuance)

Nd:YLF Neodym: Yttrium-Lithium-Fluorid

PfS Professur für Strömungsmechanik

PIV Particle-image velocimetry

PLA Polylactic acid

pps Pulses per second

PSD Power-Spectral-Density

Px Pixels (unit)

RANS Reynolds-Averaged Navier-Stokes equations

rpm Rounds per minute (unit)

SAO Small amplitude oscillations

SDCI Single-drop digital communication interface (for

small sensors and actuators)

Tab. Table

TIF Tagged Image File

TURNS2D Transonic Unsteady Rotor Navier-Stokes 2D solver

USB Universal Serial Bus

Vel. Velocity

Vel. Mag. Velocity magnitude

Notation

A Arithmetic mean value of A

E(s2) Expectation value of the squared standard devia-

tion

H Hessian matrix containing the second-order deriva-

tives of the correlation function

I Identity matrix

∇ Nabla-operator (vector) for partial derivation con-

taining the elements (∂/∂x, ∂/∂y, ∂/∂z)T

P ∗ Provisional solution (∗) vector used for further op-

timization
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NOMENCLATURE

Notation (continuance)

rms(∆z) Root mean square value of ∆z

R Matrix

RT Transpose of R

R−1 Inverse of R

t Vector

XOl, XOr, OlOr Connection lines between the object point X and

(between) the focal points Ol, Or

∆z̃ Variation of ∆z

∆z̃ Mean variation of z

List of symbols

Greek symbols

α Pitch angle [◦]

α(yw) Euler angle ”pitch” for the rotation of the world coordi-

nate axis yw

[rad]

η Energy efficiency ratio [−]

κ Horizontal stretching parameter for the schematic defor-

mation of a grid cell (DIC processing)

[px]

κ1, κ2 Intrinsic parameters related to the radial distortion

within the image plane (calibration of DIC)

[106/m2]

λ Wave length of laser beam [10−9 m]

µ Dynamic viscosity [N s/m2]

µf Dynamic viscosity of the fluid [N s/m2]

µp Dynamic viscosity of the tracer particles [N s/m2]

µ Estimated expectation value related to the

z-displacements (statistical quantity used for DIC)

[m]

ωd Eigen angular frequency [1/s]

ω Heave-to-pitch frequency ratio [−]

ψ Vertical stretching parameter for the schematic defor-

mation of a grid cell (DIC processing)

[px]
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Greek symbols (continuance)

ψ(zw) Euler angle ”tilt” for the rotation of the world coordinate

axis zw

[rad]

ρ Density [kg/m3]

ρf Density of the fluid [kg/m3]

ρp Density of the tracer particles [kg/m3]

σ Standard deviation related to the z-displacements

(statistical quantity used for DIC)

[m]

τf Characteristic time scale of the fluid [s]

τp Tracer particle response time [s]

τ(s) Local shear stress depending on the position s [N/m2]

θ(xw) Euler angle ”yaw” for the rotation of the world coordi-

nate axis xw

[rad]

ϕ Phase shift angle of sinusoidal oscillations [◦]

Λh,α Logarithmic decrement for heave, pitch [−]

Φ Intersection angle of projection lines (DIC) [◦]

Latin symbols

ADIC
Laser Usable speckle pattern area illuminated by the PIV-laser

(DIC)

[m2]

ADIC
ref Usable speckle pattern area illuminated by standard

light (DIC)

[m2]

bα Viscous rotational damping coefficients according to

pitch

[N m s]

bh Viscous transitional damping coefficients according to

heave

[N s/m]

c Chord line length of the airfoil [m]

cp Pressure coefficient [−]

cf Skin friction coefficient [−]

CD Aerodynamic drag coefficient [−]

CL Aerodynamic lift coefficient [−]

Cspat 2D spatial calibration factor [103 px/m]
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NOMENCLATURE

Latin symbols (continuance)

dp Mean soap bubble diameter [10−6 m]

D Diameter [m]

Dα Damping ratio of pitch [−]

Dh Damping ratio of heave [−]

f Frequency [Hz]

f Focal length [m]

fα Frequency of pitch [Hz]

fcam Sample rate (camera) [fps ≡ 1/s]

fh Frequency of heave [Hz]

fu Main frequency within the FFT generated from the time

history of velocity u (PIV-Monitoring point in the wake)

[Hz]

fw Main frequency within the FFT generated from the time

history of velocity w (PIV-Monitoring point in the wake)

[Hz]

fCTA,CV Frequency of the convection of vortices in the wake mea-

sured by CTA

[Hz]

fCTA,LCO Frequency of the wake flow measured by CTA as a result

of the limit-cycle oscillations of the airfoil

[Hz]

fDIC,LCO Frequency of the limit-cycle oscillations of the airfoil

measured by DIC

[Hz]

fLCO Frequency of the limit-cycle oscillations [Hz]

fPR Laser pulse repetition rate [pps ≡ 1/s]

F ′D Aerodynamic drag force [N]

F ′L Aerodynamic lift force [N]

g Gravitational constant [m/s2]

H Height [m]

H1,2(x0, y0) Principle point of the image plane 1, 2 with the image

coordinates x0, y0

[−]

IEα Mass moment of inertia related to the elastic axis [kg m2]

k Scaling factor for optimization (DIC calibration) [−]

kα Torsional spring stiffness [Nm/rad]

kh Heave spring stiffness [N/m]
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Latin symbols (continuance)

l Span of the wing [m]

lh Effective spring length [m]

L Length [m]

L Maximum profile thickness of the airfoil [m]

mw Total mass of the elastically mounted wing system [kg]

mw,e Summed weight of the extra masses for case I, III [kg]

mw,m Mass of the elastic mounting [kg]

mw,0 Mass of the wing [kg]

MT Torque, torsional moment [Nm]

n Number of crossing points on the calibration target [−]

nair Rotation speed of the air blower in the wind tunnel [rpm ≡ (60 s)−1]

Ol Focal point of the left DIC-camera [−]

Or Focal point of the right DIC-camera [−]

p∞ Far-field pressure [N/m2]

p(s) Local pressure depending on the natural coordinate s [N/m2]

p(x, y, z) Local pressure depending on the position vector (x, y, z) [N/m2]

P (xc, yc, zc) Object point in camera coordinates [−]

Pmax Maximum performance of the air blower in the wind

tunnel

[N m/s]

Pw,I Monitoring point for case I (DIC) [−]

Pw,III Monitoring point for case III (DIC) [−]

r Radius within the image plane with r2 = x′2i + y′2i [m]

rc Position vector of the camera COS with the Cartesian

components xc, yc, zc

[m,m,m]

rw Position vector of the ”world” COS (calibration target)

with the Cartesian components xw, yw, zw = 0

[m,m,m]

Ra Mean surface roughness [10−6 m]

R′ Aerodynamic resultant force [N]

R2 Accuracy of the linear regression curve [−]

R(rw) Rotation matrix (3×3) related to rw [rad]

XXIII



NOMENCLATURE

Latin symbols (continuance)

Rec Reynolds number related to the chord line length of the

airfoil

[−]

s Horizontal scale factor (DIC) [−]

s Natural coordinate along the airfoil profile [m]

~s Displacement vector of the PIV-processing with the hor-

izontal and vertical components m and n

[px, px]

Sk Stokes number [−]

Sr Strouhal number [−]

t Thickness of the airfoil [m]

t Time [s]

t Translation vector (3×1) with the Cartesian elements

tx, ty, tz

[m,m,m]

t0 Beginning time of the single-period oscillation of the air-

foil (synchronized PIV-DIC)

[s]

T Time period of oscillation [s]

Td Time period in between two amplitudes of a decaying,

sinusoidal oscillation

[s]

Tu Intensity of turbulence [−]

u Horizontal displacement in the image plane (radial dis-

tortion)

[px, px]

u Fluid velocity component in x-direction [m/s]

uref Generated free-stream velocity by the air blower [m/s]

uτ Friction velocity [m/s]

uts Settling velocity of the tracer particles [m/s]

u Time-averaged mean value of the fluid velocity

component u (part of Reynolds separation)

[m/s]

u′ Fluctuation of the fluid velocity component u

(part of Reynolds separation)

[m/s]

Ucv Vortex convection velocity [m/s]

U∞ Free-stream velocity in x-direction provided by the wind
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Chapter 1

Introduction

1.1 Motivation

Fluid-structure interactions (FSI) are an omnipresent phenomenon in nature and tech-

nics. They describe the cooperation of fluid flows and structural movements. FSI will

play a central role in several disciplines in the future, such as the effective energy pro-

duction out of environmental resources. Besides already existing offshore wind and water

turbines, modern energy harvesting systems are developed nowadays. As an example,

Cardona et al. [6] investigated the energy harvesting of an oscillating hydrofoil system

mounted on the lower side of a pontoon boat. Fig. 1.1 shall give an impression of the

design. The two hydrofoils can move vertically up and down, which is called heave, as well

as they can rotate around their mounting axis, which is called pitch. By a surrounding

fluid flow the hydrofoils are self-started and operating with 90◦ phase shift to each other,

whereat a connected generator converts the heave and pitch motions into electric energy.

To present some practical data, an amount of 1.2 MW could be gained at a driving speed

of about 2 m/s in the Taunton River (USA, Massachusetts). The energy efficiency ratio

water-to-wire (kinetic to electric energy) was measured by η = 22%.

At the Professur für Strömungsmechanik (PfS) of the Helmut-Schmidt-University, FSI

phenomena of light-weight structures under turbulent fluid loads are investigated. Elab-

orate numerical simulations are carried out, which are validated by experimental studies.

Until now, typical FSI-benchmarks have been developed considering dynamically highly

flexible structures with large non-linear deformations. As an example, the work of De

Nayer and Breuer [7] may be mentioned here: The behavior of a fixed cylinder with a

flexible thin rubber plate and a rear mass passed by a turbulent fluid flow in a water tun-

nel at ReD = 30, 470 related to the diameter D of the cylinder is numerically simulated.

The description of the test case can be seen in Fig. 1.2a. An overview of some results
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CHAPTER 1. INTRODUCTION

is depicted in Fig. 1.2b referring to complementary experimental investigations that were

carried out by Kalmbach and Breuer [13] previously. The structural measurements were

done with a laser triangulation sensor showing the normalized oscillation curve in lat-

eral y-direction. The fluid flow measurements were done with particle-image-velocimetry

(PIV) showing the field of the normalized fluid velocity component u/U∞ in mainstream

direction and v/U∞ in lateral direction.

Figure 1.1: Energy harvesting oscillating hydrofoil system [6]. (Top-left) the CAD-model. (Top-
right) the motion mechanism. (Bottom) the real design mounted on top of a pontoon
boat for transit reasons.

In the laboratory of the PfS, modern setups and measurement techniques are used:

Presently, a subsonic wind tunnel of Göttingen-type (closed loop design) is mainly used

delivering free-streams with low turbulence intensities and a velocity magnitude up to 28

m/s. With the current setup, measurements of structural movements and fluid flows are

conducted by high-speed imaging methods like the digital-image correlation (DIC) and

particle-image velocimetry (PIV). The DIC-method is able to measure three-dimensional

(3D) structure deformations using at least two cameras, which focus from different per-

spectives onto the object. As briefly mentioned before, the PIV-method is used to measure

two-dimensional (2D) velocity fields of a fluid flow in a defined area. Both image-based

methods have the advantage that they are non-invasive, which means that they do not

disturb actively the observed physical process by any sensor. Furthermore, the results can

show a visible spectrum of structural deformations or fluid velocity distributions within

a control volume, whereas other conventional point-wise techniques are restricted to the

measurement of the temporal behavior of a characteristic parameter and often influence

the physical process by their sensors.
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1.1. MOTIVATION

At PfS, it is of great interest that experiments deliver simultaneous results of FSI phe-

nomena, i.e., for the fluid flow and the structure movement, similar to modern numerical

simulations. However, this was not possible until now due to the lower temporal resolution

of the previous PIV-system. A synchronization with the existing High-Speed DIC system

(HS-DIC) was difficult for the experimenter to realize so far. Recently, PfS has acquired

a High-Speed PIV system (HS-PIV). Thus, both image-based methods are now compa-

rable concerning their performance level which allows to operate both synchronously in

time. The feasibility of the synchronized HS-PIV and HS-DIC-measurements shall be

demonstrated in this thesis based on the example of a flutter test stand consisting of an

elastically mounted wing with an airfoil of the type NACA 0012. It is a relatively simple

system, since the airfoil is rigid and the elastic mounting allows solely two degrees of

freedom (DOF). By confirming previously published experimental results [23] that have

already been obtained for the flutter test case using the HS-DIC system mentioned above,

the success of the synchronized measurement method can be appropriately evaluated. In

the following an overview of the present literature connected to existing synchronized

PIV-DIC-methods as well as investigations on elastically mounted NACA 0012 airfoils is

provided.

  D = 0.022 m

Hc = 0.120 m

  H = 0.240 m

   h = 0.002 m

 Lc = 0.077 m

   L = 0.338 m

  l1 = 0.050 m

  l2 = 0.010 m

  W = 0.180 m

   w = 0.177 m

  

 

 

  

 

Re=30,470

(a) Test case (b) Extraction of experimental results of the struc-
ture (top) and the fluid flow velocity in main-
stream direction (u/U∞, bottom left) and verti-
cal direction (v/U∞, bottom right).

Figure 1.2: Investigation of the PfS on the test case FSI-PfS-2a [7, 13].
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1.2 Literature overview

Beginning with the synchronized PIV-DIC-measurement method, the work of Zhang et

al. [30] presents experimental FSI studies for the purpose of finding material solutions for

high-performance marine vessels that are resilient against water shock waves. Spatially-

and temporally-resolved measurements of the plate deflection and fluid velocity shall give

insight into the impulsive hydrodynamic loading of air-backed structures. The experimen-

tal setup as well as the hardware connection and data transfer are depicted in Fig. 1.3.

Figure 1.3: Schematic of the setup of [30]. (a) The main experimental components: Water tank
with panel on the bottom, spherical end-effector, pneumatic cylinder, PIV- and DIC-
system. (b) The hardware (black solid lines) and data transfer (green dashed lines):
Two computers for hardware control and data storage, DAQ board, proportional
directional control valve, timer box for simultaneous triggering and data acquisition.

The main experimental object is a transparent water tank (L × W × H = 0.22 m ×
0.195 m × 0.18 m) with a flexible panel clamped at its bottom side with a thickness of

h = 0.005 m. By a spherical end-effector, which is attached to a pneumatic cylinder,

the water surface is penetrated. For this purpose, air pressure supply is controlled by a

proportional directional control valve. The excitation mechanism and the measurement

are initiated by a data acquisition board (DAQ), which is controlled by a computer. The

simultaneous DIC- and PIV-measurements are triggered by a timer box and the captured

image data are sent to a second computer for processing. The DIC- and PIV-camera have

a resolution of 1632× 1200 pixels, measuring with the acquisition frame-rate of 1000 Hz.

Summarizing some results, Fig. 1.4 depicts the field distributions for the pressure (right)

and velocity (left) measured by PIV from the side-perspective in the y-z-plane around

the effector and deformed plate at the second time point of recording. The pressure field

distribution was computed by inserting the velocity field data into the incompressible
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Navier-Stokes-equations and by numerical integration of the pressure gradients. The nu-

merical integration was induced by the initial condition of a reference pressure, which had

been measured by an additional pressure sensor mounted at the bottom of the endeffector.

The results of the hydrodynamic pressure loads can be considered in the dimensioning of

covering panels, i.e., in submarines.

Figure 1.4: Exemplary PIV result of [30] for one instant in time in the excitation cycle: Normal-
ized velocity distribution u/U0 (left). Normalized pressure distribution p/p0 (right).

A further experimental work considering synchronized PIV-DIC-measurements was car-

ried out by Zhang and Porfiri [32] investigating the unsteady FSI phenomena by a water-

backed impact of a compliant plate, fixed on a water surface. Practically, the findings

of this study can be used for optimizing composite structures in the naval and aerospace

design. Typically appearing scenarios can be a tool falling on a panel of a boat hull or

an aircraft landing on an aircraft carrier or a floating airport. However, focussing on

the experimental setup depicted in Fig. 1.5, there is a similarity to the one in Fig. 1.3:

Common elements are the controlling devices like the DAQ-board, the timer box and

the sensor. A microcontroller is additionally interconnected here, which controls the po-

sition of the impactor by an electromagnet. The impactor is a free fall object exciting

the flexible plate with a thickness of h = 0.01 m clamped at the top side of the water

tank touching the water surface. The transparent open water tank has the dimensions

(L ×W ×H = 0.8 m × 0.32 m × 0.35 m). The orientation and location of the DIC- and

PIV-system is slightly altered compared to the setup in [30] while the resolution and ac-

quisition frame-rate of the DIC- and PIV-cameras remained constant.

In Fig. 1.6 the behavior of the water environment underneath the flexible plate is de-

picted. Due to the symmetric setup, only half of the area around the plate is investigated,

delivering the field distributions for the pressure (right) and velocity (left) measured by

PIV in the x-z-plane regarding the long edge of the plate. The hydrodynamic pressure

field was calculated from the velocity field based on a Poisson equation.
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Figure 1.5: Schematic of the setup of [32]. (a) The main experimental components: Water tank
with plate on the surface, impactor, pneumatic cylinder, PIV- and DIC-system. (b)
The hardware transfer (black solid lines): Hardware control and data storage by
computer, DAQ board, microcontroller, magnet, impactor, timer box for simultane-
ous triggering and data acquisition.

It was found, that the water medium has a higher damping effect on the structural re-

sponse of the plate than the air medium, which is due to the different mass and inertia

properties.

Figure 1.6: Exemplary PIV result of [32] for one instant in time in the excitation cycle: Nor-
malized velocity distribution |u|/v0 (left). Normalized pressure distribution p/P
(right).

Another work of Zhang et al. [31] investigated the estimation of hydrodynamic load-

ing and structural response of a flexible cantilever plate immersed in a steady unidirec-

tional flow of a water tunnel system. Pressure fields are reconstructed from the veloc-

ity fields obtained by PIV, while structural displacement fields are measured by DIC.
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1.2. LITERATURE OVERVIEW

This study is relevant for FSI-phenomena like aeroelasticity of airfoils and hydrody-

namic impact on marine structures. The schematic of the experimental setup is de-

picted in Fig. 1.7. The water flow is conducted in a water tunnel with the dimensions

0.15 m× 0.15 m× 2.4 m (L×H×W), while the flexible cantilever plate with a thickness

of 2.5 mm is clamped with one edge at a support construction so that its plane is per-

pendicularly directed towards the main flow. The water flow is adjusted in several levels

within the Reynolds number regime 935 ≤ Re ≤ 3846 and the flexible plate oscillates

always below the flutter border. The PIV-system uses the illumination of a laser and one

camera while the laser sheet is redirected by two mirrors illuminating both fluid areas

at the front and back plane of the flexible plate. The PIV-camera focuses on a control

section of 43 mm× 58 mm (vertical× horizontal). The DIC-system uses the illumination

by white light and a camera captures the two-dimensional deformations of the side edge

of the plate.

(a)

(b)

(c)

(d)

(d)

(e)

(f )

(g)

11 cm

15 cm

62.6mm

34.5mm

Figure 1.7: Schematic of the experimental setup of [31] for hydrodynamic load estimation with a
synchronized PIV-DIC system on the example of a flexible cantilever plate passed by
a water flow. The following components are included: (a) water tunnel, (b) support,
(c) flexible plate, (d) mirrors, (e) laser, (f) camera for PIV, (g) camera for DIC.

For the determination of the hydrodynamic loading, the fluid velocity data of PIV and

the structural data of DIC are separately utilized: By inserting the deflection data of DIC

into a finite element programm, the pressure on both sides of the plate is computed by

the a-priori method, assuming that the pressure distribution follows, i.e., a polynomial

character. By inserting the velocity field data of PIV into the steady incompressible 2D-

Navier-Stokes-equations for Newtonian fluids, the pressure distribution can be computed

by integrating the pressure gradients. Here, the integration is initiated by a known refer-

ence value of zero pressure at the boundary corner of the control section.
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The effective load results in the difference between the pressure magnitudes at the front

and back side of the plate. Additionally, a drag coefficient is calculated to evaluate the hy-

drodynamic force on the plate surface. The determination of the hydrodynamic loading,

which is separately executed by the DIC- and PIV-data processing, achieves approxi-

mately equal results for both methods.

Giovannetti et al. [9] investigated the measurement accuracy of a synchronized 3D-PIV-

DIC setup on the example of a flexible wing with NACA 0015 airfoil mounted in a wind

tunnel. The experimental setup can be seen in Fig. 1.8 from two perspectives. As the

plan view in Fig. 1.8a reveals, the DIC- and PIV-systems were configured stereoscopicly

with two cameras each directed with a certain intersection angle. While the DIC-cameras

capture the deformations of the underside of the airfoil illuminated by LED lights, the

PIV-cameras focus on a laser sheet illuminating a vertical plane in the wake flow. To

distinguish LED and laser light, the PIV-cameras were arranged with a low-pass filter

and the LED lights were covered with magenta gel filters.

(a) Plan view (b) Side view

Figure 1.8: Experimental setup of the synchronized PIV-DIC method in a wind tunnel with the
main measurement devices and a flexible airfoil structure as test object [9].

The side view in Fig. 1.8b shows the flexible airfoil, which is elastically mounted onto a

load-carrying Carbon-Aluminium beam fixed to the upper side of the wind tunnel. In this

study, the wind speed was varied from 10 to 25 m/s at a turbulence level less than 0.2 %

in a test section of 3.5 m× 2.4 m (L×H). As a result it was found that the synchroniza-

tion of DIC and PIV leads to a measurement uncertainty of less than 5 % for DIC and

3.5 % for PIV, varying in between the fluid flow velocity range, which is rather acceptable.

The DIC uncertainties were measured according to translation and rotation for static and

dynamic motions. The measurement uncertainties of PIV were determined a-posteriori
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from a statistic correlation algorithm software using the converged field distributions of

the velocity components. Thus, by superposing two sequentially captured images in the

way that every segment of the second image is shifted back by the displacement field

data, a correlation function is pixel-wisely computed to evaluate the accuracy of the

vector field distribution. To evaluate the synchronized PIV-DIC measurement methods

from [9,30–32], it can be seen as a disadvantage that the DIC-system requires a separate

LED light source, instead of using the PIV-laser as an illumination source effectively for

both methods.

Moving further from synchronized PIV-DIC measurements to existing experimental in-

vestigations on elastically mounted NACA 0012 airfoils, the work of Metivier et al. [14]

may be mentioned here. Self-sustained pitch oscillations (1-DOF) were analyzed in the

transitional Reynolds number regime 5 × 104 ≤ Rec ≤ 1.2 × 105 where the Reynolds

number is based on the chord length c of the airfoil. The experimental setup is de-

picted in Fig. 1.9. Especially for Rec = 9.4 × 104, there are limit-cycle oscillations

(LCO) measured with a main frequency of fLCO = 3 Hz and continuous pitch ampli-

tudes of θ = ±4◦. LCO are sinusoidal vibrations with continuous amplitudes, which are

caused by the separation of a laminar boundary layer at the trailing edge of the airfoil.

The definition can be further distinguished into small amplitude oscillations (SAO) and

large amplitude oscillations (LAO).

Figure 1.9: Experimental setup of the NACA 0012 [14] allowing 1-DOF-pitch oscillations by a
pitch pulley combined with two linear springs.
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As the name says, SAO are restricted to smaller amplitudes appearing at a certain

Reynolds number of the surrounding fluid flow. The LAO are restricted to larger am-

plitudes, which appear at an increasing Reynolds number. Going on with the experi-

mental study, the behavior of the airfoil was investigated for varying effects of inertia

and boundary layer tripping: It was found that if the moment of inertia is increased,

the amplitudes of the oscillating airfoil increase as well, whereas its natural frequency

decreases. Additionally, a trip wire was fixed on one surface side of the airfoil, which

causes transition and thus a turbulent flow instead of the former laminar separation of

the boundary layer on that side. The benefit was that the LCO reduced to half of the

former amplitudes, while the corresponding frequency slightly increased. Additionally,

Poirel and Mendes [18] have continued their experimental studies by investigating the

airfoil being able to do heave and pitch motions at once (2-DOF). The results have shown

two types of LCO, one with small amplitudes and another with large amplitudes. The

small amplitude oscillations are nearly identical to the former 1-DOF pitch investigations

of LCO with laminar boundary layer separation. The heave motion does not influence

the oscillation process, whereas it might increase the energy transfer between the fluid

and the structure. The large amplitude oscillations (LAO) were noticed as a steady pre-

cursor of flutter instability. At Rec = 7.5 × 104 the heave and pitch amplitudes were

separately measured as h = ±0.065 m and θ = ±65◦ with a heave-to-pitch frequency ratio

of ω = 1.63 at a heave spring stiffness of kh = 1484 N/m. By varying the heave spring

stiffness, it was concluded that for heave-to-pitch frequency ratios above unity, flutter is

possible for higher Reynolds numbers and for ω < 1 it is rather hindered.

At PfS, investigations on the 2-DOF-characteristics of the airfoil NACA 0012 in the

transitional Reynolds number regime 9.66 × 103 ≤ Rec ≤ 8.77 × 104 were carried out

as well. In the experimental setup, there were three different cases considered. By adding

extra masses at defined positions along the chord length of the airfoil, it was possible to

vary the center of gravity resulting in three different configurations. Based upon this test

case, experimental and numerical investigations of the dynamic behavior of the airfoil at

various Re numbers were conducted: The numerical paper of De Nayer et al. [15] offers

simultaneous results of the fluid flow and the structural behavior for two of the three

cases. This is done by a FSI-solver, which couples large-eddy-simulations (LES) of the

airflow based on the 3D-Navier-Stokes equations with the structural equations based on

Newton’s second law for the translational and rotational dynamics of the rigid airfoil.

The experimental paper of Wood et al. [23] contains structural measurements based on

the DIC technique for all three cases. Additionally, hot-film measurements of the fluid

flow were done with a constant-temperature anemometer (CTA) measuring the spectra of
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the flow fluctuations at a defined point in the wake. In both papers, the eigenfrequencies

and modes of the heave and pitch motion of the airfoil were investigated as well as the

development of oscillations at increasing Re numbers. The damping effect, induced by

the dynamic load of certain fluid flows, was shown. Furthermore, the phenomena of LCO

(SAO, LAO) as well as flutter were detected in the higher Reynolds number regime. The

papers on the numerical and the experimental investigations are the background, which

this thesis is developed from. Existing experimental results [23] shall be confirmed due

to structural data measured by DIC and numerical results [15] shall be validated due to

fluid flow data determined by HS-PIV for two configurations.

1.3 Objectives and structure of the thesis

The primary aim of the thesis is the installation and evaluation of synchronized DIC

and PIV measurements. The feasibility of synchronized measurements is investigated and

furthermore measurement results are discussed. At first, unsynchronized DIC measure-

ments are done, delivering separate reliable results for comparison purpose. Then, the

technical setup is modified. The laser, which is the illumination source of the PIV mea-

surements so far, shall also be used as the light source in case of the DIC setup. The

synchronous usage of the PIV and DIC cameras shall be utilized by applying the output

trigger signal of the PIV camera as a trigger input signal for the DIC system. Besides

linking the hardware, internal parameters like the sampling rate shall be equal for both

systems in order to perform synchronized PIV-DIC measurements. The secondary aim,

after testing the synchronous PIV-DIC measurement method on the example of a simple

test model, is the analysis of the NACA 0012 airfoil concerning the appearing physical

phenomena. The structure of the thesis is as follows:

� Chapter 2 contains the presentation of the experimental setup. First, the nomen-

clature and the aerodynamic properties of the airfoil NACA 0012 are explained.

Second, the current test-stand with the elastically mounted wing system as well as

the wind tunnel system are introduced.

� Chapter 3 describes the main measurement techniques, i.e., particle-image velocime-

try (PIV) for the fluid flow and the digital-image correlation (DIC) for the structural

displacements. Furthermore, the technical implementation of the synchronization

of both methods is presented. In addition, the statistical measuring quantities by

PIV and DIC are demonstrated.
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� Chapter 4 presents the measurement planning with the eigenfrequency analysis and

the sequence of Re numbers that are adjusted in the wind tunnel system. For the

unsynchronized methods, internal parameters, each separated for the PIV and DIC

setup, are mentioned, e.g., how the laser is pulsing or how fast and extensive the

cameras are working. Then, the internal parameters are adjusted simultaneously

for the synchronized PIV-DIC method.

� Chapter 5 contains the measurement results and evaluation. First, the unsynchro-

nized DIC measurement results are presented and compared to already existing

results at PfS. Second, the synchronized PIV and DIC measurement results are

shown with the description of the fluid flow field and the comparison between the

unsynchronized and synchronized method related to the PIV and DIC results. The

current experimental results are compared with the DIC- and CTA-results of Wood

et al. [23] and with the results of the numerical FSI-simulations by De Nayer et

al. [15].

� Chapter 6 concludes the master thesis and provides an outlook for further investi-

gations based on the synchronized measurement system.

In the following chapter, the laboratory setup of PfS is introduced with the wind tunnel

system and the test stand of the NACA 0012. The characteristics of the design and

mounting of the airfoil are explained as well as the several cases of the study.
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Chapter 2

Experimental setup

In the following, the experimental setup of the current investigations is introduced.

The test stand is the elastically mounted wing system with 2-DOF, interacting with the

fluid flow in the transitional Reynolds number regime, which is provided by the wind tun-

nel. Thus, the NACA 0012 airfoil, the construction of the wing system and the properties

of the wind tunnel of Göttingen subsonic type are discussed.

2.1 Test-stand: Elastically mounted airfoil NACA

0012

The test-stand of the current measurements consists of the wing system with the airfoil

of type NACA 0012, which is elastically mounted in the translational and rotational direc-

tion and thus provides a dynamic system with 2-DOF, the heave and pitch motion. In the

following, the properties of the airfoil system are explained by means of the nomenclature

of the shape, the aerodynamic properties and the current setup design.

2.1.1 Airfoil nomenclature

Beginning with the nomenclature of the shape of the airfoil, the abbreviation NACA

0012 originates from National Advisory Committee for Aeronautics, which was a federal

U.S. Agency as a forerunner of the NASA. In 1933, several airfoil designs were published

with these initials and sequences of numbers1. The basic design idea of the shape is

considered in Fig. 2.1 depicting the asymmetric and symmetric airfoil as well as typical

design parameters. The chord line (black, dashed) connects the leading edge with the

trailing edge, which are the geometric limiting points of the airfoil.

1https://www.nasa.gov/image-feature/langley/100/naca-airfoils
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(a) Asymmetric airfoil

(b) Symmetric airfoil

Figure 2.1: Two types of the NACA airfoils with geometric parameters.

The chord line length is named as chord c. The mean camber line (blue) is the average

line of the upper surface line (red) and the bottom surface line (green). The maximum

distance between the mean camber line and the chord line is called camber. The horizontal

distance from the leading edge to the camber is named camber location. Figure 2.1a shows

for an asymmetric airfoil that the mean camber line proceeds above the chord line while

Fig. 2.1b shows for a symmetric airfoil that the mean camber line is identical with the

chord line. The camber location cannot be defined here and the camber is equal to

zero. The thickness of an airfoil is the maximum vertical distance between the upper and

bottom surface line. With these geometric parameters, the convention of numbers, for

the four-digits NACA profiles, can be explained:

� The first digit is the camber magnitude in hundredths of the chord. For the sym-

metric case, such as the NACA 0012, it is obviously 0.

� The second digit is the camber location in tenths of the chord. For the symmetric

case, such as the NACA 0012, it is defined as 0 as well.

� The third and fourth digit represent the thickness of the airfoil in hundredths of the

chord. So in this case, it is t = 0.12 c. With the chord of c = 100 mm, the thickness

results in t = 12 mm.
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2.1.2 Aerodynamic properties of the NACA 0012 airfoil

Considering the aerodynamic properties of the NACA 0012 airfoil, there are two main

properties that are discussed here: the lift and the drag. These forces are depending

on the Angle of Attack (AoA) or pitch angle of the airfoil and the free-stream velocity.

First of all, Fig. 2.2 presents the schematic flow characteristics visualized by streamlines

for an conventional airfoil as an allegory for the phenomena on the whole wing. Within

the Reynolds number range of 104 ≤ Re ≤ 5 × 104, the flow behavior is shown for two

different AoA of the airfoil. For α ≈ 0◦ (left image), the fluid flow forms a laminar

boundary layer along the upper and lower surface of the profile, while the flow separates

nearby the trailing edge. By increasing the AoA with α > 0◦ (right image), the separation

moves upstream and takes place in the midst of the upper surface due to the unfavorable

pressure increase along the upper surface resulting in a separated flow region with strong

vortical structures and reducing the effect of the lift, while the drag is growing.

Figure 2.2: Schematic flow characteristics visualized by streamlines depending on the An-
gle of Attack (AoA) of a conventional airfoil at the Reynolds number regime of
104 ≤ Re ≤ 5× 104 from Winslow et al. [22].

The meaning of lift and drag shall be given by Fig. 2.3 according to the remarks of

Anderson [2]. Again, the airfoil with the AoA α is exposed to a free-stream velocity U∞

forming a boundary layer. The consequence is the normal pressure p(s) and shear stress

τ(s) distribution depending on the position s nearby the airfoil surface. The integration of

these stresses over the upper and lower airfoil surface is the resultant force R′, which can

be splitted into the horizontal drag F ′D (skin friction and form drag) and the vertical lift

F ′L. It has to be noted that these forces are all normalized by the unit span l of the wing

with [F/l] = [N/m]. However, once these forces are determined, the non-dimensional

quantities can be computed, which are the lift and drag coefficient CL and CD, yielding:

CL =
FL
q S
≡ FL(

1
2
ρU2
∞
)
l c

=
F ′L(

1
2
ρU2
∞
)
c
, (2.1)
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CD =
FD
q S
≡ FD(

1
2
ρU2
∞
)
l c

=
F ′D(

1
2
ρU2
∞
)
c
, (2.2)

while q is the dynamic pressure q = 1/2 ρU2
∞ and S is the reference area of the wing span

and the chord S = l c. These coefficients can be written based on the “per unit span”-

format of the forces F ′L and F ′D on the airfoil.

chord line

α

Angle of Attack 

(AoA)

Drag force  

F'D

Lift force 

F'L
Free-stream 

velocity

U
∞

c·cos(α)

c·sin(α)

Resultant

R'

p(s)
τ(s)

s

Figure 2.3: Schematic illustration of the lift F ′L and the drag F ′D forces per unit span [F/l] =
[N/m] at a certain Angle of Attack (AoA) α of the airfoil and a free-stream velocity
U∞. Indication of the pressure and shear stress distribution p(s) and τ(s) depending
on the position s on the airfoil as the origin of the forces mentioned by Anderson [2].

For the NACA 0012 airfoil, the lift and drag coefficients have been investigated by Winslaw

et al. [22] at several angles of attack, which is depicted in Fig. 2.4. Thus, the free-

stream velocity is adjusted for two Reynolds numbers Re1 = 3 × 105 and Re2 = 106.

Numerical results of the Transonic Unsteady Rotor Navier-Stokes 2D solver (TURNS2D,

blue and red lines) solving the Reynolds-Averaged Navier-Stokes (RANS) equations are

compared to experimental results (triangular and circular symbols). In the diagram of

the lift (a, left) CL initially increases linearly with the angle of attack within α = [0◦; 10◦],

CL = [0; 0.95] for both Reynolds numbers. The lift coefficient at Re1 reaches its maximum

at α = 12◦, CL ≈ 1 and then decreases non-linearly which can be explained by the

unfavorable stall of the wing due to the dominating flow separation on the upper surface.

At Re2 the lift coefficient reaches the AoA α = 14◦ with CL ≈ 1.3, until stall appears.

In the drag diagram (b, right), CD increases for both cases within the stall due to the

fact that at the higher angle of attack the flow separates completely yielding a region of

low pressure on the back side of the airfoil. Although the curve of Re1 starts to increase

earlier than the curve of Re2 due to the prior entry of stall, the drag coefficient for both

Re finally reaches a value of CD = 0.3 for α ≈ 20◦.
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2.1. TEST-STAND: ELASTICALLY MOUNTED AIRFOIL NACA 0012

Figure 2.4: Aerodynamic airfoil properties presented by the diagrams of the lift (a) and drag (b)
coefficients depending on the AoA of the NACA 0012 at Reynolds numbers between
3× 105 and 5× 104 from Winslow et al. [22].

2.1.3 Setup of the test case

In the following part, the setup design of the current NACA 0012 wing system with

the elastic mounting is introduced. As a first impression, the structure-mechanical model

is presented in Fig. 2.5. It is a two-dimensional illustration of the dynamic airfoil system,

which is able to provide motions with two DOF. The NACA 0012 has the mass mw and the

mass moment of inertia IEα around the elastic axis E. It is elastically mounted at this elas-

tic axis, which is marked as a red point here. The elastic axis is the center of the vertical

heave motion (h) and the rotational pitch motion (α). It is located at 0.417 c (41.7 mm)

from the leading edge of the airfoil and its position cannot be shifted. The center of

gravity (c.o.g., G) of the mass distribution of the airfoil, which is marked as a yellow-

black point here, has the distance xEG from the elastic axis. Its position is adjustable by

adding an additional mass for different cases of the study, which will be explained later

on. The mounting system is depicted as an equivalent network of a spring and viscous

damper for both the translational and rotational DOF. The translational and rotational

spring stiffnesses are declared as kh and kα, while bh and bα are the corresponding viscous

damping coefficients. The concrete values are mentioned in detail and in comparison with

the results of Wood et al. [23] in Section 5 (see Tab. 5.1 and 5.2), since a calculation with

measurement results is partly necessary. As an environmental impact, the airfoil system

is passed horizontally by a fluid flow with the density ρair = 1.225 kg/m3, the dynamic

viscosity µair = 18.72 · 10−6 Pa s, the free-stream velocity U∞ and the level of turbulence

of 0.5 % ≤ Tu ≤ 1 % which is provided by a wind tunnel.
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Figure 2.5: Setup of the test case and the structure-mechanical model [23].

Moving further to the real setup design, Fig. 2.6 shows the test stand with a global

overview of the measuring devices with the laser, the PIV- and DIC-cameras on the right

as well as a detailed image of the NACA 0012 airfoil system on the left. The wing is elas-

tically mounted at both ends. The corresponding devices at both ends consist of two leaf

springs each that are assembled with fixing elements, while one fixing element is mounted

at the framework of the system. The leaf springs represent the network of the spring and

the viscous damper for the heave motion of the structure-mechanical model. Additionally,

there are torsional springs mounted in between each of the ends of the airfoil and the heave

spring assemblies. Complementary to heave, the rotational springs represent the network

of the spring and the viscous damper for the pitch motion of the structure-mechanical

model.

Focusing on the components of the NACA 0012 system, the manufacturing details of

the airfoil are explained as well as the details of the elastic mounting. The geometric

dimensions of the airfoil are given by the chord length c = 100 mm and the thickness of

12 mm. The mass of the wing is at mw,0 = 0.185 kg, Polylactic acid (PLA) is the chosen

material offering light-weight properties. The manufacturing of the wing is realized by

the adhesive technology of printing. However, three parts of the wing with l = 200 mm

are separately printed and finally assembled by a bonded joint to the wing with the full

span of l = 600 mm. The shape of the wing is smoothed by a corrosive solution, reaching

a mean surface roughness in the range of 8.9µm ≤ Ra ≤ 37.9µm measured by a high-

resolution digital microscope (Keyence VHX-6000) [23]. Finally, the wing is varnished in

black for the purpose of shading the measurement environment and preventing unfavor-

able illumination reflections.
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PIV-Camera

DIC-Camera 

Laser

NACA 0012

DIC- Camera

(a) Global overview.

Leaf springs (heave)

Wing 
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elastic 

axis

Fixing elements

Flow from 

wind tunnel

Torsional spring (pitch)

(b) Detailed view of the NACA 0012 wing system.

Figure 2.6: Experimental setup with a global overview (a) with the NACA 0012 wing system
(green), the PIV-(white) and DIC-(yellow) cameras and the laser (red). The wing
system with the mounting elements in detail (b).
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Nevertheless, at both ends of the wing, there are several bore holes added to the airfoil,

i.e., for the fixing of the additional masses or for the connection of the wing to the elastic

mounting system. The detailed mounting system is depicted in Fig. 2.7. The leaf springs,

which are connected in parallel, are clamped by the fixing elements, so that the effective

spring length is at lh = 0.63 mm, see the top view of Fig. 2.7(a). The leaf spring packages

are fixed to the solid support frame. Furthermore, there is a connection to each of the

ends of the wing, which is realized by torsional springs (top view, yellow dashed line as

the elastic axis). The schematic construction of the specific torsional spring from the

company C-Flex Europa: GAD Elektronik-Komponenten Vertriebs GmbH is

depicted in Fig. 2.7(b).

(a) 3D- and top-view of the construction.

(b) Schematic construction of the torsional spring.

Figure 2.7: Elastic mounting of the wing system including the leaf spring package and the tor-
sional spring connection [23].
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The cylindrical bearing of the type ”E-20C-Flex-Bearing“ has a diameter of D = 7.94 mm

and an overall length of l = 12.70 mm. The angular rotation is limited to αmax = ±15◦,

while the manufacturer recommends an angle of usage at α = ±7.5◦ for a long-lasting

durability of the springs. The torsional spring stiffness is at kα = 0.19162 Nm/rad listed

in the data sheet of the manufacturer2. Since there are two torsional springs at both

ends of the wing, the total stiffness yields ktotα = 2 kα = 0.38324 Nm/rad. The bearing

technique is a cross-connection spring with spring plates (X-form) that are fixed with

two edges to the frame connection (green half shell) and with the other two edges to the

wing connection (ring with loading). By applying a torque, the spring plates (X-form)

are bent elastically to small spring ”arcs“ causing a rotation about the central axis, while

the torque should be in the range of:

MT (αmax) = kα αmax = ±5.017× 10−2 Nm . (2.3)

After the previous investigations by Wood et al. [23], it has to be noted that the tor-

sional springs of the wing setup were worn out, due to the fact that this torque tolerance

MT (αmax) might have been exceeded at some points of measurement. Therefore, the tor-

sional springs were replaced by new ones for the current measurements. These are identical

in construction compared to the former torsional springs with the above mentioned clas-

sification and the spring stiffness kα, for the purpose of providing equal measurement

conditions.

Going further to the variation of the NACA 0012 setup for the current investigations,

Fig. 2.8 depicts the two considered cases, whose center of gravity (c.o.g., G) is located

at different positions within the chord line of the airfoil. Thus, in each test case, two

extra masses (yellow circles) of the summed weight of mw,e = 0.034 kg are fixed to both

ends of the wing with varying positions. The following nomenclature of case I and case

III originates from the previously published work of Wood et al. [23]. In case I, which is

depicted in Fig. 2.8(a), the extra mass is horizontally positioned at the chord line at 0.22 c

related to leading edge of the airfoil. As a consequence, the c.o.g. (yellow-black semi-

circle) coincides with the center of the rotational spring axis located at 0.417 c, which is

called the elastic axis E (red semi-circle), so that G = E. In general, the elastic axis E is

the reference for the pure heave displacement of the airfoil. In case III, which is depicted

in Fig. 2.8(b), the extra mass is horizontally positioned at the chord line at 0.8 c related

to leading edge of the airfoil. As a consequence, the c.o.g. (yellow-black circle) is shifted

towards the trailing edge with a distance ratio of xIIIEG/c ≈ +0.059 from the position of E.

2https://g-a-d.de/files/kfg/Leitfaden%20Dimensionierung%20Kreuzfedergelenk_klein
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(a) xIEG/c ≈ 0 (case I)

(b) xIIIEG/c ≈ +0.059 (case III)

Figure 2.8: Setup with adding an extra mass (yellow circle) shifting the position of the center
of gravity (G) for distinguishable test cases [23]. The position of the elastic axis E
remains unchanged.

To conclude with the NACA 0012, the total mass of the wing system mw is consisting of

the mass of the wing mw,0 = 0.185 kg, the mass of the elastic mounting mw,m = 0.12021 kg

and the extra mass of mw,e = 0.034 kg yielding:

mw = mw,0 +mw,m +mw,e = 0.33921 kg . (2.4)

The total mass of the wing is increased by 4 g compared to the former setup of Wood

et al. [23]. This is due to the fact that the wing has been covered by the black varnish

substance for the purpose of shading the setup for the current PIV measurements. Finally,

as mentioned above, all other relevant parameters of the wing system are listed in Section

5 (see Tab. 5.1 and 5.2), since most of them are depending on the measurement results.

2.2 Wind tunnel system

The wind tunnel generates and recirculates the airflow, which is needed for the mea-

surements. Thus, it is designed in the geometric form of a loop, which is known as

Göttingen subsonic type [25]. A schematic representation of the top-view perspec-

tive is depicted in Fig. 2.9.
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Figure 2.9: Top-view of the wind tunnel in schematic representation by courtesy of Wood [25].

The driving-unit is the air blower with a maximum performance of Pmax = 4.1 × 103 W

and a rotation speed up to nmax = 1400 rpm generating flow velocities in the wind tunnel

up to Umax = 27 m/s. The airflow is redirected by four baffle profiles, which are located

at the corner elements of the wind tunnel. The velocity distribution in the cross-section is

nearly uniform by removing turbulent fluctuations by passing the flow through a settling

chamber including five sieves. Before entering the test section, a nozzle accelerates the

airflow by reducing the cross-section with a contraction ratio of 5 : 1. The test section,

which is also part of the wind tunnel loop and includes the object plane, has the dimen-

sions 800 mm×500 mm×375 mm (L×W ×H). After leaving the test section, a receiver

collects the airflow to conserve its kinetic energy in the wind tunnel-loop.

Focussing on the flow characteristics within the test section, Fig. 2.10 shows the area

of a ”parallel“ free-stream with a nearly constant velocity at the outlet section. The use-

able cross-section slightly diminishes while proceeding towards the end of the test section.

This finding originates from the surrounding still air region (u = 0 m/s), resulting in

the formation of a shear layer between the free-stream and the environment, which is

schematically depicted in Fig. 2.10(a). Looking at the investigations of Wood [24], the

streamwise velocity distribution U has been analyzed along the symmetry planes (xy and

xz) of the test section at a rotation speed of n = 540 rpm of the air blower, which is

depicted in Fig. 2.10(b). The regions of reduced velocity have to be taken into account

for the measurements at the borders of the test section.
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still air region:

shear layer

area of parallel 
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U∞

(a) Schematic illustration of the diminution of the measuring area.

(b) Velocity distribution of U.

Figure 2.10: Experimental effects of free-stream in the open test section of the wind tunnel.
Schematic presentation (a) and streamwise velocity distribution U in [m/s] across
the symmetry planes (xy and xz) at a rotation speed of n = 540 rpm of the air
blower (b) from Wood [24].
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The averaged streamwise velocity of the free-stream U∞ ≡ uref in [m/s] and the turbu-

lence intensity Tu in [%] in the test section were determined by the CTA-measurements

of Wood [28] shown in Fig. 2.11 as a function of the rotation speed n of the air blower

within the range of 100 min−1 ≤ n ≤ 1400 min−1. Based on that, a linear regression curve

(accuracy R2 = 0.9995) is generated for the velocity measurement yielding the following

relation:

uref = 0.02017
min ·m

s
· n
[

1

min

]
− 0.89995

m

s
. (2.5)

The turbulence intensity Tu is found mainly at 0.5-1 %. An exception is the rotation

speed at 1100-1300 min−1, whereas the maximum is at Tu (n = 1200 min−1) = 1.55%.
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Figure 2.11: Averaged free-stream velocity U∞ and turbulence intensity Tu in the test section
of the wind tunnel without the application of Seiferth-wings at the nozzle. Linear
relation between the rotation speed n of the air blower and the free-stream velocity
U∞ in the test section. CTA-measurements (sampling rate of 1000 Hz) with LDA
calibration normal used as reference from Wood [28].
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In the next chapter, the measurement techniques are explained for the analysis of the

experimental setup according to the fluid flow in the wind tunnel and the structural

behavior of the wing system.
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Chapter 3

Measurement techniques

In the following part, the main measurement techniques are presented. The 2D-fluid

velocity fields are measured by the High-Speed Particle-Image Velocimetry (HS-PIV),

while the 3D-structural deformations of the wing system are measured by the Digital-

Image Correlation (DIC). Both techniques have in common, that they are imaging meth-

ods, that are non-invasive, which means that the measurement sensors do not disturb the

experimental flow or vibration process. After explaining both measurement techniques

separately, the idea of synchronizing the HS-PIV and DIC is shown for the purpose of

describing the FSI phenomena precisely. Finally, the main measurement quantities and

resulting statistical quantities are presented.

3.1 Particle-image velocimetry

In this section, the High-Speed Particle-Image Velocimetry (HS-PIV) technique is

introduced. It is a non-invasive method to determine the velocity field of fluid flows.

Thus, the PIV-system has no impact on the fluid flow which is an advantage compared

to standard measurement devices such as hot-film probes. A first impression of a PIV-

system is given by Fig. 3.1. The basic idea is the imaging of micro-particles using a pulsed

laser and a light sensitive camera in order to capture the displacements of the particles at

two instances in time defined by the time interval ∆t making it possible to measure the

velocity field. By comparing the particle distribution of two images, velocity vectors can

be reconstructed and assigned to the image plane of the camera using special algorithms.
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Figure 3.1: Technical setup of the PIV-system inspired by Wood [25].

3.1.1 Technical setup

In the following, the measurement technique is schematically presented in Fig. 3.2. A

PC-software controls the laser and camera function. A synchronizer triggers the signals

between the laser and the capturing of images by the digital camera. The high-speed laser

Litron LD-527 PIV generates laser pulses which are expanded to a two-dimensional

light sheet by a designated collimator optic and redirected by a mirror to illuminate

a 2D-object-plane in the test section of the wind tunnel. The wind tunnel generates

the fluid flow which is seeded by tracer particles produced by a TSI BG-1000 bubble

generator. After capturing images of the 2D-object-plane with the camera Phantom

VEO 640S, the software saves and evaluates the velocity field from the image data by

specific processing algorithms described in Section 3.1.3.2.

3.1.1.1 PC-software and synchronizer

The measuring process is initiated by two PC-programs. The software Litron LD-

527 Control is used to activate the laser system as a remote control tool via a Com-

Port-cable from the PC to the designated port on the rear side of the laser power-unit.

There are three main adjustments to consider: Firstly, after switching on the power-

supply of the laser system, the software can connect with the laser by choosing the right

Com-Port-pin of the computer. Secondly, while powering up the laser to the performance

level, an internal cooling circuit has to be provided by the pump, which has to be turned

on. Thirdly, the laser emission and the shutter optics can be activated.
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Figure 3.2: Logical sequence of the PIV-system

The software Insight 4G from the company TSI organizes the following measurement

tasks:

1. the hardware adjustment: laser alignment, camera focusing and image noise-balancing,

2. the experimental administration: preparing data folders and measurement presets,

3. the measuring procedure: double-laser-pulse exposure and double-image capturing

in correct temporal sequence (see also Fig. 3.6). Here the following issues are rele-

vant:

(a) PIV sampling rate 1/∆tPR in [Hz] (Pulse Repetition Rate of the double-image

frames and the double-laser-pulses),

(b) double-laser-pulse straddle time ∆tPIV in [µs] (temporal distance in between

one double-laser-pulse),

(c) automatic centering of the double-laser pulse within the double-capturing frame

(Auto Center Laser Pulse).

4. the processing: image-data saving and calibration, evaluating tracer displacements,

reconstructing velocity fields.

In Fig. 3.3 the capture tab (blue) of the graphical user interface of Insight 4G is depicted

which represents the mentioned item ”3. the measuring procedure”. There are three im-

portant riders that have to be considered for the measuring procedure: Application ”PIV”,
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Exposure ”Synchronized” (the double-pulsed laser with ∆tPR), Capture ”Sequence” (the

double-image frame with ∆tPR). In the timing setup the double-laser-pulse straddle time

∆tPIV is prescribed by the equivalent quantity ”Delta T” (in µs). Additionally, the pro-

cessing tab of the user interface is shown. The following topics are implemented: With

”Define Processing Region”(magenta) the observed image is framed geometrically. By ”2D

Spatial Calibration” (green) the calibration factor Cspat for a line element is calculated,

comparing the observed object size in mm with the amount of Pixel in px measured by

the software. The ”PIV Processor Setup” (yellow) is partitioned into the ”Starting Spot

Dimensions”, for sizing the Interrogation Windows (IW) of the double-images, and the

”PIV Plugins” for choosing the correlation algorithm and the type of subpixel algorithm.

The processing with the calibration factor and the correlation algorithm are explained

comprehensibly in Sections 3.1.3.1 and 3.1.3.2.

  capturing tab
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Exposure           Synchronized 

Capture              Sequence

 

             

               Timing Setup     
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Laser On Laser Off
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1) Insert Obj. Size in mm (geometric device) 
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Factor (px/mm):

Starting Spot Dimensions

PIV Algorithm

PIV Plugins

Square

Spot A1
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Classic PIV (Cross-Correlation)

Nyquist Grid

NoMask

FFT Correlator

Bilinear Peak
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Grid Engine:

Spot Mask 
Engine: 

Correlation
Engine: 

Peak 
Engine: 

Figure 3.3: The measurement software Insight 4G.
The capture tab: Delta T (µs) (blue, Timing setup) is equivalent to ∆tPIV . The
processing tab: ”Define Processing Region” (magenta) with the region of interest in
screen dimensions, ”2D Spatial Calibration” (green) with Cspat for a line element,
comparing the object size in mm with the amount of Pixel in px, ”PIV Processor
Setup” (yellow) with “Starting Spot Dimensions” for the size of the IW, PIV Plugins
for the correlation algorithm and type of subpixel algorithm.

Furthermore, Insight 4G manages the complete synchronization between laser and cam-

era via USB connection with the synchronizer TSI 630036, which is coupled with the

hardware setup using six BNC-ports, also depicted in Fig. 3.4:

� ports A, B, C, D with the pins of the laser-power-unit: SYNC 1/2, TRIG 1/2,

� ports E and H with the pins of the High-Speed-camera: 3 I/O (Frame SYNC), 1

TRIGGER.
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Figure 3.4: Connection ports of the HS-laser-power-unit (top-left), the synchronizer (top-right)
and the HS-camera (bottom-right) from Wood [29].

3.1.1.2 High-speed laser Litron LD-527 PIV

For the illumination of the object plane, the High-Speed pulsed laser Litron LD-527

PIV is used. The design consists of the power-unit and the laser head. The power-unit

contains the cooling medium (distilled water) as well as the pump. Furthermore, it pro-

vides the energy for producing the laser beam. The laser head includes two identical

solid-state lasers in the Nd:YLF-configuration, which means that Neodym-Ions are im-

plemented in Yttrium-Lithium-Fluorid crystals. By optical pumping, this composition

produces infra-red laser light with a wave length up to λ = 1053 nm1, which is beyond the

perceptive spectrum of the human eye. Therefore, a crystal harmonic doubler is utilized

to reduce the wave length to λ = 527 nm, which is in the visible green spectrum area.

Leaving the laser head, the beam is conducted through externally mounted light-section

optics, firstly, by a spherical lens to collimate the beam controlling the light intensity,

and secondly, by a cylindrical lens to expand the beam creating a two-dimensional light-

section [5]. With a specified output energy of 30 mJ the laser beam has spatially and

temporally reproducible properties needed for high-speed-PIV applications. It is used as

a pulse-laser, sending out two impulses per trigger signal (high-intense peaks) with the

temporal distance ∆tPIV and the time lag ∆tLD between the trigger signal and the first

laser impulse (see also Fig. 3.6).

1https://www.advatech-uk.co.uk/nd_ylf.html
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3.1.1.3 High-speed camera Phantom VEO 640S

In order to capture images of the illuminated object plane, the HS-camera Phantom

VEO 640S is used. It is a digital camera including a CMOS (complementary metal-

oxide-semiconductor) chip with a spatial resolution of 4 MPx (2560 × 1600 Pixels) and

a sample rate at this resolution of fcam = 1400 frames/s yielding an exposition time for

taking one picture of ∆tcam = f−1
cam = 7.1428 · 10−4s. The camera is connected with the

PC by an Ethernet-pin to safely transmit the image data to the software tool Insight 4G

for saving and further evaluating.

3.1.1.4 Bubble generator TSI BG-1000 and aerosol generator for DEHS droplets

During the flow process, the test section is seeded by tracer particles, which are pro-

vided in form of small soap bubbles by the TSI BG-1000 bubble generator: The bubbles

have a mean diameter of about dp = 10 µm. Their surfaces scatter light appropriately

for PIV-image acquisitions. The bubble generator, which is depicted schematically in

Fig. 3.5, includes four main components:

� the fluid reservoir,

� the pump pre-connected in series with the filter,

� ten micro-nozzles,

� the supply of pressurized air.

The reservoir contains 65-70 liters of water mixed with three liters of liquid detergent.

The mixture is aspirated by the pump and pre-filtered with regard to foreign particles.

By generating a pressure range of 900 to 1000 psi (62.05 to 68.95 bar), the mixture is

conducted via a metal hose to the reservoir-head. Passing through ten inserted micro-

nozzles mounted to a pressure-tight ring-tube, the soap bubbles are generated. By an

external supply of pressurized air, the bubbles are directed from the outlet of the reservoir

via a flexible hose towards the test section of the wind tunnel.

For the purpose of detection and tracking, the right size of the generated soap bubbles

is important in the measurements, which is defined as the most penetration particle size

(MPPS). The higher the mean diameter and the larger the corresponding surface of a

tracer particle, the better is the effect of scattering the laser light. This improves the

quality of the captured images. However, the impact of gravitational and buoyancy forces

is increasing, the larger the particle gets. This has a direct impact on the following

behavior of the particle in the flow. In order to accurately measure the velocity of the

flow based on the movement of the particles, the inertial effects of the particle have to be
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Figure 3.5: Schematic presentation of the bubble generator TSI BG-1000 from Wood [27].

as low as possible. Thus, the particles have to be large enough to scatter enough light to

be detected by the camera and on the other hand they have to follow the flow as much

as possible without affecting it.

For this purpose, there are two methods to characterize the suitability of tracers according

to their dynamic behavior: Firstly, the Stokes number Sk defines whether the tracer

particle represents the continuous fluid flow, without slipping off with its own velocity

magnitude. Mathematically, it is the quotient of the particle response time τp, caused

by the inertia effect, and of the fluid’s characteristic time scale τf , based on the friction

velocity uτ . It follows that

Sk =
τp
τf

=
ρp d

2
p/(18µf )

µf/(ρf u2
τ )

=
ρp d

2
p ρf u

2
τ

18µ2
f

, (3.1)

where dp and ρp are the tracer particle’s diameter (MPPS) and the density of its chemi-

cal composition. The fluid flow properties are given by the density ρf and the dynamic

viscosity µf . For ideal tracers, the Stokes number should tend towards zero (Sk� 1).

Secondly, the settling velocity uts is a measure for spherical particles adapting to a quies-

cent environment. Its background is a force balance between Stokes drag, buoyancy and

gravity. Thus, according to [25], it follows with the gravitational constant g, the tracer

particle’s diameter dp (MPPS) and density ρp, as well as the fluid density ρf and the

dynamic viscosity µf :

uts = g · d2
p ·

(ρp − ρf )
18µf

. (3.2)
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For ideal tracers, the settling velocity should be much smaller than the airstream velocity

(uts � U∞). The detailed calculations with the chosen parameters for the Stokes number

and the settling velocity can be found in appendix A. Discussing the results, the Stokes

number for the lowest and highest free-stream and friction velocity are in the range of

Ska ≤ Sk ≤ Skb:

Ska =
ρp d

2
p ρf u

2
τ,a

18µ2
f

= 0.1358 , (3.3a)

Skb =
ρp d

2
p ρf u

2
τ,b

18µ2
f

= 0.9780 . (3.3b)

To evaluate this estimation, the Stokes number range limited by Ska and Skb confirms

the suitability of the soap bubble tracer particles for the given free-stream velocity range,

whereas the higher limit still satisfies the condition Sk < 1. The settling velocity of the

tracer particle results in:

uts = g · d2
p ·

(ρp − ρf )
18µf

= 2.9019 · 10−3 m

s
(3.4)

and thus it is far smaller than the lower free-stream velocity with U∞,a = 1.44 m/s, which

confirms the feasibility of using the soap bubbles as tracers.

An alternative to the soap bubbles are spherical droplets out of “Di-Ethyl-Hexyl-Sebacat”

(DEHS), which is a water-insoluble chemical substance. These aerosol droplets are stable

with a MPPS of less than 1µm (0.2− 0.3µm) with a durability of 4 hours2. In the labo-

ratory, the Six-Jet Atomizer 9306 from TSI3 is used to generate the DEHS droplets,

which offers a reliable seeding procedure with suitable tracers. Unfortunately, due to the

irritation of the air ways after a longer treatment, the DEHS becomes uncomfortable for

the experimenter. Therefore, a particulate-removing respirator is required here.

3.1.2 Measuring procedure

3.1.2.1 Triggering of measurements

For the purpose of PIV, there are at least two pictures necessary to describe a velocity

field. This partitioning method is defined as straddle mode. Before measuring, this mode

has to be adjusted by the software Insight 4G with regard to the camera and laser

timings. Therefore, a schematic sequence of the signals is depicted in Fig. 3.6, which

2https://www.deha-gmbh.de/bilder/produkte/pdf/I_DEHS_Sicherheitsdatenblatt.pdf
3https://tsi.com/products/aerosol-generators-dispersers/seed-aerosol-generators/

six-jet-atomizer-9306/
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includes two double-images denoted here by A1 − A2 and B1 − B2, respectively. The

acquisition procedure of the double-image A1 − A2 is as follows: The trigger signal of

the synchronizer is the indicator for the laser exposition and image acquisition. The

time lag between two trigger signals is called pulse repetition time ∆tPR. The temporal

frame for capturing one image is defined as image acquisition time ∆tcam. Between each

frame, a gap called inter-frame straddling-time ∆tFS occurs. The first laser beam, which

is used to illuminate the first image A1, is released with a delay time ∆tLD after the

first trigger signal. Shortly after this event, the second laser beam associated with the

illumination of the second image A2 is generated. The two pulses within this double

image (A1 − A2) have a temporal gap ∆tPIV , which is an important parameter in PIV

measurements. It is recommended that the first laser pulse is positioned closely to the

end of the corresponding image acquisition time frame while the second laser pulse is

positioned closely to the beginning of the following ∆tcam frame. The background of this

procedure is found in the different illumination intensities within a double-image, which

is used for the noise minimization. Additionally, in HS-PIV ∆tPIV should be positioned

symmetrically with regard to the location of the inter-frame straddling-time ∆tFS, which

also defines the temporal lowest limit of ∆tPIV . This centering of ∆tPIV is considered in

the software settings by the command Auto Center Laser Pulse, see Section 3.1.1.1.

A1 A2 B1 B2

∆tcam
Camera

Laser

Synch-

ronizer

∆tFS

∆tPR

∆tPIV∆tLD

time

∆tPIV
2

∆tPIV
2

Figure 3.6: Trigger mechanism inspired by Wood [29].
Laser and camera signals controlled by synchronizer signal:
∆tcam: image acquisition time, ∆tFS : inter-frame straddling-time,
∆tLD: laser delay time, ∆tPIV : laser pulse straddling-time,
∆tPR: pulse repetition time.
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3.1.3 Processing: Image data analysis

3.1.3.1 Preparation

The analysis of the image data is based on the comparison of their grey scale values:

PIV-cameras with standard CCD or CMOS-chips deliver 8-bit grey levels, so there are

28 = 256 different grey scale values for each pixel possible [5]. Modern chips come with

12 up to 14 bits, which means 212 = 4, 096 up to 214 = 16, 384 grey scale values [25].

For the present PIV-camera, the CMOS chip is a 12-bit sensor4. These discrete pixel

data are sent to the software Insight 4G. Before the processing begins, a preparation is

necessary to balance the amount of pixels with the geometric dimensions of the image.

Therefore, a spatial calibration is operated related to the actual camera position and

focusing. For 2D-PIV applications a geometrical device, for example an inch rule, is

placed and photographed in the object plane of the test section, as depicted in Fig. 3.7.

[cm]  1  2 3 4 5 6 7 8 9 10

13 x 1 Px

(a) Camera moved forward: Cspat = 13 px/100 mm =
0.13 px/mm

[cm]  1  2 3 4 5 6 7 8 9 10

9 x 1 Px

(b) Camera moved backward: Cspat = 9 px/100 mm =
0.09 px/mm

Figure 3.7: Spatial calibration for the camera moving (a) towards and (b) away from the test sec-
tion: A line element is generated by the scale of a lineal and its geometric dimension
is compared to the amount of pixels (cyan).

4https://www.phantomhighspeed.com/products/cameras/veo/veo640
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With the software tool a line element can be constructed virtually out of two points across

the scale of the captured device in the image plane. The software measures the size of

the line by counting the framed pixels while the user has to read the corresponding scale

length. Both values can be typed in the tool and a calibration factor is calculated as

follows:

Cspat =
Size of line element [px]

Scale length of line element [mm]
. (3.5)

This factor is characteristic for the spatial resolution: Expanding the image screen size

(camera moved backward), the resolution and Cspat decrease. Reducing the image screen

size (camera moved forward), the resolution and Cspat increase. These effects are also

schematically presented in Fig. 3.7. The two statements have to be considered for the

compromise between precise processing and available screen dimensions. However, after

calibrating correctly, the borders of the images are often neglected for the processing since

the entering and exiting tracers cannot be correlated properly by the applied algorithm.

With the tab in the software Insight 4G called ”Region of Interest”, the image plane

can be dimensioned by creating a (slightly) smaller frame or choosing a specific width

and height manually. This can optimize the time for processing the images since only a

fraction of the original image is taken into account.

3.1.3.2 Processing algorithms

In the processing of the PIV data, there are always double-images investigated, which

are captured sequentially. Before starting the image data analysis, the region of interest

is subdivided into a grid of quadratic cells, the so called ”Interrogation Windows” (IW),

which contain an equal amount of pixels. The distribution of the tracers within each

IW is calculated by the cross-correlation algorithm. The schematic process is depicted in

Fig. 3.8. There are two images A1(t) and A2(t + ∆tPIV ) taken at time t and t + ∆tPIV .

A grid is generated by discretizing the original images into IWs. Each image in this tiny

instance contains a (6×4) IW-structure, where each IW includes (M ×N) pixels, usually

with M = N . Exemplary, the IWs (A
(4,2)
1 − A1) and (A

(4,2)
2 − A2) are shown, where the

nomenclature (4, 2) refers to the (x, y)-coordinate system for counting IWs horizontally

and vertically. A1 and A2 are the arithmetic mean of the grey values of all the pixels within

the images A1 and A2 that are subtracted for the purpose of filtering out the common grey

values of the IWs within each image A1 and A2, respectively. Furthermore, this is done for

resolving and distinguishing the particles more clearly against the background noise. The

IWs have their own local (i, j)-coordinate system, which is counting the pixels horizontally

and vertically within [1,M ] and [1, N ]. It is assumed that, during the PIV-process, the

particle distribution of the compared IWs stays constant but is shifted slightly due to the
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very short time lag ∆tPIV between both images. In order to find the displacements of

the tracers, a statistical method is used. Both IWs are first superimposed. While the

position of the first IW (blue) remains fixed, the second IW (red) is displaced arbitrarily

by |m| ≤ 0.5M and |n| ≤ 0.5N [25].

A1(t) A2(t+ ∆tPIV )

px i

px j

mn

RK(m,n)

A
(4,2)
1 − A1 A

(4,2)
2 − A2

m

n

~s = [m,n]

x

y

M

N

Figure 3.8: Schematic representation of the cross-correlation algorithm used for the displacement
calculation of one grid cell pattern inspired by Wood [25].

Each pixel with its grey values at (i, j) (blue IW) is multiplied with the corresponding pixel

at (i+m, j+n) (red IW). All products are summarized. The corresponding mathematical

procedure is the cross-correlation algorithm finding the optimum product value (peak) for

the variables m and n:

R
(4,2)
K (m,n) = max

(
1

M ·N

M∑
i=1

N∑
j=1

(A
(4,2)
1 (i, j)− A1)(A

(4,2)
2 (i+m, j + n)− A2)

)
.

(3.6)
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This algorithm can be improved by optimizing the resolution of the IW. The discrete pixel

values are smoothed by the so-called subpixel peak finding methods, which interpolate the

interim values by different fitting functions, such as a bilinear fitting curve, a parabolic

fitting curve or a Gaussian curve function [25].

The resulting displacement vector of the cross-correlation algorithm can be evaluated in

pixels as:

~s =

 m

n

 =

 px

px

 . (3.7)

This information can be transformed in millimeters by using the calibration factor Cspat

of Eq. (3.5). Thus, the velocity can be calculated by dividing this physical displacement

by ∆tPIV . It follows:

~v =
1

Cspat ·∆tPIV
· ~s , (3.8a)

=
1

Cspat ·∆tPIV
·

 m

n

 . (3.8b)

This procedure is executed for each IW in the grid yielding the velocity vectors of the

complete image forming a field distribution. Concluding this section, the accuracy of

determining the velocity field of the object plane depends geometrically on the IW-size

of the grid. Physically, the particle density plays an important role, since the tracer

represent the fluid flow properties. Furthermore, the diameter of the particles defines the

light-scattering characteristics and the ability of adaption to the fluid flow by the settling

velocity. Finally, for measurement reasons, the correctness of the velocity field depends on

the time lag ∆tPIV between two images due to the fact that the velocity field is calculated

by the linear relation of the displacements and time v = s/t. Thus, the time ∆tPIV should

be small enough here.
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3.2 Digital-image correlation for deformation mea-

surement

In this section, the Digital-Image Correlation technique (DIC) is introduced. It is a

non-invasive imaging method to determine the structural dynamics of a system with re-

gard to spatial displacements and local deformations. Practically, the DIC technique can

be also used to measure complex curved surface geometries in order to export these data

for CAD or 3D-printing purposes.

For the present investigations of the motion of the NACA-0012 airfoil, Fig. 3.9 shows the

DIC-system and the wing system. By the stereoscopic arrangement of two DIC-cameras,

three-dimensional surface deformations can be reconstructed. For the image acquisition

a speckle pattern is placed on the area of interest of the wing. During the recording time,

several images of the speckle pattern are captured. The evaluation is done by a processing

tool, comparing the image series to a reference image by a correlation algorithm. Out of

the results for the surface deformation, certain line elements (2D) or points (1D) can be

extracted. Here, two monitoring points (1D) are considered on the speckle pattern with

Pw,I for case I and Pw,III for case III, to characterize the oscillation of the wing.

Figure 3.9: The principle of the DIC-system. Top view of the NACA-0012 airfoil with the speckle
pattern and the location of the monitoring points for case I and III inspired by Wood
et al. [23].
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Focussing on the theory of the DIC-imaging, Fig. 3.10 shows the projection concept of the

photogrammetry, especially the epipolar geometry [25]. Thus, 3D-objects can be captured

from different perspectives by two 2D-cameras , which are stereoscopically positioned with

a specified intersection angle, creating an “overlapping“ observation area. Each camera is

characterized by the image plane and the focal points Ol and Or (left/right). The real

world object point X is projected by the connection lines XOl and XOr on the left and

right image planes with the projection points Xl and Xr. Together with the so-called

baseline between the focal points OlOr, the epipolar plane (green) is generated. Both

image planes detect this epipolar plane as projected lines called epipolar line (red). While

the right image plane shows the projection of all points (x1, x2, x3, ...) along XOl, the left

image plane shows complementarily the projection of all points along XOr. The combi-

nation of both projections results in the three-dimensional surface image. For physically

correct dimensions, a calibration is needed to set up a relation between the coordinate

system of the focal points of the cameras, the image planes and the real world coordinate

system. Details of the underlying correlation and calibration technique will be provided

in Section 3.2.2.

Figure 3.10: Concept of the epipolar geometry used for stereoscopic measurements (Wood [25]).

3.2.1 Technical setup

In the following, the technical setup of the DIC-system is presented. In Fig. 3.11,

the hardware components are depicted. There are two identical high-speed cameras of

the type HSVision Speedcam MarcoVis Eo Sens included. With a CMOS-sensor and a

resolution of 1696 x 1710 pixels, images can be captured at a maximum frame rate of

526 fps. Reducing the resolution to 1472 x 1036 pixels, frame rates up to 1000 fps can

be achieved5. The ring-memory of the CMOS-chip contains 8 GB, the recordings have a

5https://www.hsvision.de/images/pdf/MacroVis_EoSensD.pdf
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BMP- or AVI-format, respectively. The Ethernet Cat 5e interface can submit the image

data via a 5-port Ethernet-switch to the network interface card of the PC. Both cameras

have a power supply connection and are synchronized by a whip wire lead. It includes

a BNC-adaption of Sync-In and Sync-Out cords as well as a T-Link-adaption of two

Trigg4 cords with a trigger button that can be pressed manually to start a measurement.

For near-field applications of a 250 mm × 250 mm image plane, which is the case for the

current investigation, two Schneider-Kreuznach object lenses (22 mm diameter) can be

used. For 2000 mm×2000 mm image planes, two wide-angle lenses can be mounted on the

cameras. At critical capturing situations of extreme bright-dark differences, the camera

can adjust the image acquisition dynamically, which is suitable for DIC-measurements

due to the illumination of the moved speckle-pattern. Furthermore, the CMOS-sensor of

the camera possesses a fixed pattern noise correction for precise, noise-reduced images.

For three-dimensional measurements, both cameras are built up stereoscopically with a

certain distance called baseline vector and a certain angle arrangement to each other: This

is made possible by a square-cut profile which offers three boreholes at both ends and thus

three adjustable baseline vectors. With the two camera projection lines an intersection

angle of 25◦ ≤ Φ ≤ 45◦ (see Fig. 3.12) is possible and recommended to adjust for a

sufficiently large overlapping area. The square-cut profile is mounted via adapter on a

Manfrotto 3-axes-stand offering a reliable stability for the camera system.

Trigger button

HS-camera

Trigg4 Trigg4

Sync-In Sync-Out

Ethernet wire lead

connection for 
power supply

connection
3-axes-stand

square profile

5-port
Ethernet-switch

PC

Network 
interface 
card

whip wire lead

BNC-adapter

Figure 3.11: Connection schematic of the DIC-system inspired by Wood [26].

3.2.2 Camera calibration

The calibration of the DIC-system is necessary to describe the structural deformations

of an object in space with correct dimensions. An approved method was introduced by

Tsai [21] and revisited by Horn [11]. By means of a planar calibration target, which is
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moved in the space of interest and captured in different positions, a relation between

different coordinate systems (COS) is established. Thus, the calibration distinguishes

between the exterior orientation and the interior orientation. The exterior orientation

deals with the comparison of the outer positioning of the cameras in space, connecting

the camera COS with the world COS of the calibration target, which is done by a coor-

dinate transformation. The interior orientation deals with the comparison of the camera

COS of the center of projection with the image plane COS of the CMOS-chip, which is

based on the theorem of intersecting lines (photogrammetry). The resulting extrinsic pa-

rameters contain the rotational and translational values of the camera orientation, while

the intrinsic parameters contain the information about the internal camera settings and

image distortion effects. The identification of these parameters is the main task of the

calibration, which can be subdivided in two steps. First, an estimation is done by means

of solving an overdetermined system of equations with the least-square fitting method.

Second, the provisionally calculated parameters are refined by an iterative procedure of

a nonlinear optimization using the Levenberg-Marquardt method. In the following, this

calibration concept is presented elaborately. A first impression shall be given by Fig. 3.12.

Figure 3.12: Exterior orientation: Calibration scheme of connecting different coordinate systems
(COS): World COS (Calibration target plane with xw, yw, zw = 0), image plane
COS (xi, yi, zi), camera COS (xc, yc, zc). Arrangement of the DIC-cameras with
the baseline as connection between the focal points O1 and O2 and the intersection
angle of the projection lines Φ inspired by Wood [26].
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The calibration target, which is presented in the form of a planar chessboard, includes

the world COS (red) in its center with the coordinates rw = (xw, yw, zw)T . These are the

physical coordinates which refer to the real dimensions of the displacements of the later

investigated objects. The two DIC-cameras focus on the calibration target from differ-

ent perspectives with the intersection angle Φ of the projection lines. The connection line

O1O2 of their focal points (the center of projection) was already introduced as the baseline

vector. Each focal point has its camera COS with the coordinates rc,1 = (xc,1, yc,1, zc,1)T

for O1 and rc,2 = (xc,2, yc,2, zc,2)T for O2, respectively. The components zc,1 and zc,2 are

directed normally to the corresponding image planes of the CMOS-chip. The distance

along this direction is called focal length f. The intersection point of the collinear projec-

tion lines with the image planes are the principle points H1 and H2, which are usually

positioned centrally on the image plane. Each image plane has the COS with the in-

plane components xi,1, yi,1 and the normal component zi,1 for O1 and xi,2, yi,2, zi,2 for O2,

respectively.

3.2.2.1 Exterior orientation

Describing the calibration procedure, the calibration target has to be manually moved

in space with different angles in the area of interest, while the DIC-cameras capture

several images of the scenario. Due to the regular chessboard pattern by the alternating

black and white squares, there are several crossing points within the target plane having

the normed positions in the world COS rw = (xw; yw, zw = 0). For each image of the

target, a coordinate transformation of its captured crossing points is calculated. Thus,

the world COS of the calibration target is mapped on the camera COS, which is defined

as the exterior orientation. The transformation of the coordinates of a point in the world

COS rw to the corresponding camera COS rc can be subdivided into the rotation and

translation as follows:

rc = R(rw) rw + t . (3.9)

First, by the rotation matrix R(rw), the world coordinates are turned by the Euler angles

yaw θ(xw), pitch α(yw) and tilt ψ(zw) depending on their instantaneous position. The

rotation matrix is orthonormal fulfilling the condition:

R(rw)TR(rw) = R(rw)R(rw)T = I , (3.10)

which means that the included row vectors are orthogonal to each other and normalized

by their absolute value. Second, the COS is shifted by the translational vector t towards

the position of the camera COS.
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In three-dimensional space, the transformation can be written as
xc

yc

zc

 =


R11 R12 R13

R21 R22 R23

R31 R32 R33



xw

yw

zw

+


tx

ty

tz

 . (3.11)

3.2.2.2 Interior orientation

The projection of a real world object point onto the image plane is influenced by

internal parameters of the camera such as the positioning of the focal point and the

resulting focal length. Thus, the COS of the image plane is associated to the COS of the

camera, which is declared as interior orientation. The explicit relation shall be explained

by means of Fig. 3.13 presenting the intersect theorem.

Figure 3.13: Interior orientation: Relation between the camera COS and image plane COS.
Projection of an object point onto the image plane. Application of the intersect
theorem on different perspectives inspired by Wood [26].

The image plane (grey) has its COS on the top-left corner (pink) with the components

(xi, yi, zi). At the focal point O, which is the center of projection, the camera COS

(orange) is located with (xc, yc, zc). Both COS have in common that zi||zc. The focal

length f is the perpendicular distance between the focal point and the image plane along

zc, resulting in the principle point in the camera coordinates H(c) = [0; 0; f ]T . In image

coordinates the principle point is at H(i) = [x0; y0; 0]T , which usually is at the center of

the CMOS chip. The object plane (turquois) is projected onto the image plane.
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Perspectively, it results from several connection lines which are created between the object

points and the focal point and intersecting the image plane. An example may be the object

point P (c) = [xc; yc; zc]
T that can be found on the image plane with P (i) = [xi; yi; 0]T .

This projection can be subdivided in two triangular forms, regarding the x-z-coordinates

(blue) and the y-z-coordinates (green), resulting in two intersect theorem equations:

x-z (blue) :
x′i
f
≡ xi − x0

f
= s

xc
zc

, (3.12a)

y-z (green) :
y′i
f
≡ yi − y0

f
=
yc
zc
. (3.12b)

The factor s in Eq. (3.12a) is the horizontal scale factor which originates from the digitiza-

tion of the smooth, low-pass filtered analogous signal to the discrete image, resulting in a

horizontal spacing difference in between each column of the sensor cells and the pixels. In

the vertical direction, this sampling problem can be prevented by the camera controlling

the equal spacing of rows of the sensor cells and the pixels.

A further influencing factor on the projection is the radial distortion on the image plane,

which is caused by the spherical design of the camera lenses. Figure 3.14 depicts two

different types: The left one shows the pincushion distortion expanding the ideal image

projection (green square) forming distortion wedges at the corners.

Figure 3.14: Two different types of radial distorted image projections caused by different lenses.
The green square symbolizes the ideal projection on the image plane. Measured
from the principle point H, one example point at r2 = x′2i + y′2i is presented as
ideal and distorted with the displacements u = f(r), v = f(r). Left: Pincushion
distortion for ”near-field application“ lenses. Right: Barrel distortion for ”far-field
application“ wide-angle lenses.
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This effect happens for telephoto lenses or ”near-field application”lenses, i.e., the Schneider-

Kreuznach object lenses (22 mm) for the currently used lenses. The right type is the barrel

distortion contracting the ideal projection forming curvatures at the corners. This effect

appears for “far-field application” lenses. Exemplarily for both types of distortion, one

point measured from the principle point H is presented in the ideal and distorted configu-

ration of the image coordinates at (x′i; y
′
i) (idealized for calibration procedure) and (xd; yd)

(measured in the actual image plane) with the following relation:

xd = x′i + u , (3.13a)

yd = y′i + v . (3.13b)

The horizontal and vertical displacements u = f(x′i, r) and v = f(y′i, r) can be mathemat-

ically described in the form of even polynomial functions depending on the radial distance

r2 = x′2i + y′2i from the principle point H as follows:

u = x′i(κ1 r
2 + κ2 r

4) , (3.14a)

v = y′i(κ1 r
2 + κ2 r

4) . (3.14b)

The radial lense error coefficients κ1 and κ2 (intrinsic parameters) are determined by

the deviations u and v between (xd, yd) and (x′i, y
′
i). This can be done after the main

calibration procedure with (x′i, y
′
i) is finished.

3.2.2.3 Combining exterior and interior orientation

Apart from the radial distortion effect, the main calibration procedure with (x′i, y
′
i)

is continued in the following. The concepts of exterior and interior orientation can be

combined by substitution and modification of the former Eqs. (3.11), (3.12a) and (3.12b),

yielding:
x′i
y′i

= s
R11 xw +R12 yw +R13 zw + tx
R21 xw +R22 yw +R23 zw + ty

, with s = 1. (3.15)

For the planar calibration target, it is assumed that s = 1 since the image coordinates

have been balanced according to the horizontal scaling differences. Due to the fact that

every crossing point of the calibration target is at zw = 0, this former equation can be

simplified:
x′i
y′i

=
R11 xw +R12 yw + tx
R21 xw +R22 yw + ty

. (3.16)

By cross-multiplying, it follows:

(xw y
′
i)R11 + (yw y

′
i)R12 + y′i tx − (xw x

′
i)R21 − (yw x

′
i)R22 − x′i ty = 0 . (3.17)
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The unknowns in this equation are the entities of the rotation matrix R and the translation

vector t. At this point, it might be remarked that the focal length f is omitted in

Eq. (3.17), though it is an unknown parameter that has to be determined later on.

3.2.2.4 Solving the equation system

The small planar calibration target for the near-field application possesses n = 64

crossing points with its specified positions (xw; yw; zw = 0) in the world COS, which is

depicted in Fig. 3.15. According to the scanning procedure, for each of the crossing points,

Eq. (3.17) can be set up forming a homogeneous linear system of equations. It includes

the six unknowns (R11, R12, R21, R22, tx, ty). Since there are more equations (n = 64)

than the six unknowns, the linear system of equations is over-determined with a non-

invertible system matrix. For the solving, an approximation method is used, which is

called the least-square fitting-method. This procedure searches for the minimum of the

squared residual function (squared error function) by subtracting the exact yk-values of

a series of measurement (xk, yk) from a linear approach ỹ = f(xk) and by subsequently

squaring [1]. First of all, this approximation method requires an inhomogeneous linear

system of equations. Therefore, the current homogeneous system of equations is slightly

modified. One parameter is set arbitrarily to a certain value, here t∗y = 1, which means

one unknown less.

Start

(xw,1;yw,1;0)

x
w

y
w

z
w

World COS Scanning procedure

End

(xw,64;yw,64;0)

Figure 3.15: ”Small size“ planar calibration target with a chessboard pattern with 81 black/white
squares of 11 mm×11 mm size. Left: world COS in the middle of the board. Right:
Scanning procedure with start and end crossing point (N ≤ 64 ) for building up
the linear system of equations (3.18) inspired by Wood [26].
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Then, the inhomogeneous system of equations follows with:

(xw y
′
i)1 (yw y

′
i)1 (y′i)1 −(xw x

′
i)1 −(yw x

′
i)1

(xw y
′
i)2 (yw y

′
i)2 (y′i)2 −(xw x

′
i)2 −(yw x

′
i)2

...
...

...
...

...
...

...
...

...
...

(xw y
′
i)n (yw y

′
i)n (y′i)n −(xw x

′
i)n −(yw x

′
i)n


︸ ︷︷ ︸

P (n×5)



R∗11

R∗12

t∗x

R∗21

R∗22


︸ ︷︷ ︸
q∗(5×1)

=



(x′i)1

(x′i)2

...

...

(x′i)n


︸ ︷︷ ︸
x′i

(n×1)

. (3.18)

From the minimum value problem of the least-square fitting-method, the ”normal system

of equations“ results in:

P TP q∗ = P T x′i , (3.19a)

q∗ = (P TP )−1P T xi . (3.19b)

Thus, the current system is multiplied by the transposed matrix P T and can be solved

now by taking the so-called pseudo-inverse (P TP )−1P T , which consists mainly of the

former non-invertible matrix P [1,12]. Hence, a first solution is generated with the vector

q∗ = (R∗11;R∗12; t∗x;R
∗
21;R∗22)T and t∗y = 1, respectively [11]. With these results, the elements

of the rotation matrix R∗13, R
∗
23 can be recovered by two orthonormal constraints:

R∗211 +R∗212 +R∗213 = k2 , (3.20a)

R∗221 +R∗222 +R∗223 = k2 . (3.20b)

By the provisional solution components (*), the squared absolute values of the first and

second row vector of the rotation matrix yield a scaling factor k2 6= 1. For the converged

solution, it would be finally at k2 = 1 (ideally normed row vectors). Furthermore, the

first and second row vector are orthogonal. Thus, their scalar product follows with:

R∗11R
∗
21 +R∗12R

∗
22 +R∗13R

∗
23 = 0 . (3.21)

From Eqs. (3.20a), (3.20b) and (3.21), it results:

R∗13 = ±
√
k2 − (R∗211 +R∗212) , (3.22a)

R∗23 = ±
√
k2 − (R∗221 +R∗222) , (3.22b)

R∗13R
∗
23 = −(R∗11R

∗
21 +R∗12R

∗
22) , (3.22c)
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with the value for the scaling factor:

k2 =
1

2

[
(R∗211 +R∗212 +R∗221 +R∗222)

+
√

((R∗11 −R∗22)2 + (R∗12 +R∗21)2)((R∗11 +R∗22)2 + (R∗12 −R∗21)2)
]
. (3.23)

Unfortunately, the sign of R∗13 and R∗23 can not be clearly defined, instead the sign of

the product R∗13R
∗
23 is unique. Hence, there are two options for the sign combination of

R∗13 and R∗23 which is done with the trial-and-error method. However, the right sign can

be proven afterwards with the scalar product condition of the ”predicted“, retransformed

point vector Pp = (x′p; y
′
p)
T and the real measured point vector P = (x′i; y

′
i)
T from the

principle point H(x0; y0) within the image plane. If the following result appears with

n∑
j=1

(x′i,jx
′
p,j + (y′i,jy

′
p,j) < 0 , (3.24)

then the same orientation of the image vectors is not given and the signs of R∗13 and R∗23

have to be inverted in retrospect. This procedure might be possibly repeated, until the

right signs are found. Nevertheless, the third row vector (R∗31;R∗32;R∗33) of the rotation

matrix results from the cross-product of the first and second row vector:

(R∗31;R∗32;R∗33) = ((R∗11;R∗12;R∗13)T × (R∗21;R∗22;R∗23)T )T . (3.25)

The missing parameters, the translational vector component tz and the focal length f can

be calculated based on Eq. (3.12b):

y′i
f

=
yc
zc
≡
R∗21 xw +R∗22 yw +R∗23 zw + t∗y
R∗31 xw +R∗32 yw +R∗33 zw + t∗z

, (3.26a)

(R∗21 xw +R∗22 yw +R∗23 zw + t∗y) f − y′it∗z = (R∗31 xw +R∗32 yw +R∗33 zw) y′i . (3.26b)

Again, an inhomogeneous system of equations can be developed by inserting the coordi-

nates rw = (xw; yw; zw)T and ri = (xi; yi; zi)
T of the crossing points into this equation and

applying the method of least-square fitting. Practically for defining tz and f appropri-

ately, it is recommended to capture several images of the moved calibration target with

different angles in the space of interest (not only normal to the image plane) and with

slight deviations in the depth.
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After all necessary parameters are provisionally defined in the first step of solving the

linear system of equations, the second step is a nonlinear optimization to improve these

parameters by:

min

{
N∑
j=1

(xd,j − x′i,j)2 +
N∑
j=1

(yd,j − y′i,j)2

}
, (3.27)

Every crossing point (j = 1...N) of the target (xw, yw, zw = 0) with the ”predicted“ im-

age plane positions (x′i, y
′
i) is compared to the corresponding ”real“ image plane positions

(xd, yd) by taking the sum of the squared component differences. This error function is it-

eratively minimized by applying the modified Levenberg-Marquardt method [16]. Precise

results are delivered for the elements of the Rotation matrix R as well as for the elements

of the translation vector t (inclusively the optimized ty) at a low CPU-time and effort.

Afterwards, by the remaining residuals within the optimization u (horizontal residual)

and v (vertical residual), the radial distortion coefficients κ1 and κ2 can be determined

(see therefore Fig. 3.14).

To summarize this section, all parameters of the calibration, which the DIC-system re-

quires for the measurement processing (evaluation), are listed in Tab. 3.1.

Table 3.1: Extrinsic, intrinsic and stereoscopic parameters of the camera system [26].

Parameter Classification Unit Description

Rx extrinsic [rad] rotation of xw-axis with yaw angle θ

Ry extrinsic [rad] rotation of yw-axis with pitch angle α

Rz extrinsic [rad] rotation of zw-axis with tilt angle ψ

tx extrinsic [mm] translation in xw-direction

ty extrinsic [mm] translation in yw-direction

tz extrinsic [mm] translation in zw-direction

f intrinsic [mm] effective focal length

Cx intrinsic [pixel] xi = x0 position of the principle point H′

Cy intrinsic [pixel] yi = y0 position of the principle point H′

s intrinsic [-] horizontal scale factor

κ intrinsic [1/mm2] radial lense distortion coefficient

Φ stereoscopic [°] Intersection angle of the projection lines

Baseline vector stereoscopic [mm] Absolute distance of the focal points

A classification into extrinsic and intrinsic parameters is given, distinguishing the ori-

gin from the exterior orientation (relation of world COS and camera COS) and interior

orientation (relation of camera COS and image COS with distortion and scaling effects).
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3.2.3 Measuring procedure

The measurement software of the DIC system is called ”Visart“ from HSVision. The

controlling of high-speed cameras is supported for the two available cameras HSVision

Speedcam MarcoVis Eo Sens. An impression of the software user interface design is given

in Fig. 3.16. Two cameras with the labels ”A3“ and ”EF“ are registered, while the former

Figure 3.16: DIC-measuring software ”Visart“ from HSVision. Two cameras A3 and EF reg-
istered. Actual image (.tif-format) of the speckle pattern by camera A3. Image
format, frame rate and number of frames are presented.

one is the ”slave“ and the last mentioned is the ”master“. This means that the trigger

signal controls the master, which enables the slave shortly after to record the images

(Sync-In/Out, see also Fig. 3.11). For the measurement procedure, the software provides

a time period where the trigger can be manually pressed. The captured images are sent via

an Ethernet wire and the 5-port Ethernet-switch to the network interface card. The actual

image of the speckle pattern of the wing is shown in Visart by the perspective of camera

A3. The image format is adjusted to 1536×996 pixels. The frame sampling rate is set to

500 fps resulting in an amount of 5611 frames. Usually, the sequence of images is saved

by the format of binary video data called ”Advanced Recording File“ (.arf). In a further

step, this has to be manually converted to the format of raster graphics images called

”Tagged Image File” (.tif), which is necessesary for the processing. Detailed information

about the software properties can be found on the homepage of HSVision6.

6https://www.hsvision.de/de/produkte/software/steuersoftware-visart
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3.2.4 Image data analysis and processing

The processing software of DIC is called ”Istra4D“ from Dantec Dynamics GmbH. An

impression of the software user interface design is given in Fig. 3.17. The profile is target-

oriented by offering six main processing steps which are briefly introduced (see below on

the right side of Fig. 3.17):

� ”Input data selection“: The image data (format ”.tif“) from the software Visart

are loaded in Istra4D, which is separately done for the data of camera ”A3“ and

”EF“. Furthermore, the calibration data, which are determined by capturing the

calibration target, are loaded here.

� ”Evaluation Settings“: For the correlation algorithm of DIC, there are several ad-

justment parameters necessary, i.e., the grid spacing and the facet size, which divide

the observed surface area into facets for correlation. This is explained later on.

� ”Mask Definition”: The area for implementing the correlation algorithm of DIC

is framed, which can be done by a polygon with several support points. In this

case, a rectangular area is applied on the observed surface. Here, it is important to

frame the highly resolved areas. At the small areas around the leading and trailing

edge, the resolution is critical due to the fact that the arching of the wing surface

is relatively high there. Thus, these small areas are excluded from the correlation

frame.

� ”Startpoints“: Within the framed mask, the correlation of DIC needs a startpoint for

executing the algorithm. Ideally, the user has to choose a distinguishable speckle of

larger size or a merged number of smaller speckles. The software shows in retrospect,

if the starting point leads to a successful correlation.

� ”Control“: The correlation is started after the adjustments above have been finished.

� ”Visualization Settings“: After the correlation has been done, several visualization

parameters can be analyzed. In this case, the displacement field in the direction

of z/[mm] is presented in Fig. 3.17. Thus several images can be compared to the

reference image, which is structured in steps. ”Step 0“ is the undeformed refer-

ence pattern, which usually is the first image. ”Step 7“ is exemplarily analyzed

and shows the instantaneous surface deformations of the 8th image, which can be

seen by the colored surface area. Within this area, line elements or point elements

can be extracted by the Tab ”Gauge” to further investigate the deformations in

reduced dimensions. Here, two monitoring points, point 1 and 2, are chosen for
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case I and III, respectively. The locations are defined according to a COS, which

has been positioned by the user at a distance of 20 mm from the leading edge

with the x-axis directed in free-stream direction and the z-axis directed vertcially

downwards. From these monitoring points, the time history of the oscillations in

z-direction can be exported for all correlated images to a file in “ASCII”-format to

generate diagrams in special visualization softwares like “Tecplot”.

Detailed information about the software properties can be found on the homepage of

Dantec Dynamics GmbH7.

Figure 3.17: DIC-processing software ”Istra 4D“ from Dantec Dynamics GmbH. Visualization of
the correlated results for the z-displacement of the 8th image of the speckle pattern
on the wing. Coordinate system, monitoring points 1,2 with locations (orange,
violet) and the rectangular correlation area (in general ”polygon”).

3.2.4.1 Image digitization and intensity interpolation

The image data of DIC, which are generated by Visart and loaded into Istra 4D for

processing, contain discrete light intensity distributions. This fact originates from the im-

age capturing by the DIC-cameras and the digitized mapping on the image sensor plane

with discrete pixel subdivisions. An example by Sutton [20] is depicted in Fig. 3.18.

7https://www.dantecdynamics.com/new-release-of-istra4d-4-4-7/
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A three-dimensional bar diagram of discrete values of image intensity is presented for an

image sensor plane with the discrete pixel-COS [Xs, Ys] = [(0, 10) px; (0, 10) px]. Thus,

every pixel has a certain light intensity height with a grey level value between 0 and 255,

which is related to a 8 bit intensity resolution. This discrete distribution is problematic

for the processing, due to the fact that the so-called “sub-pixel registration algorithm”

by Newton-Raphson, which is explained later on, requires the displacements in between

neighboring pixels [3, 20]. Therefore, sub-pixel estimates are done to compensate this

deficit by converting the discrete pattern (integer values) into a continuous intensity dis-

tribution (non-integer values). Usually, bicubic splines provide reliable results which is

indicated in Fig. 3.18 at the borders. With the intensity interpolation, the correlation

algorithm of DIC delivers well-converged deformation results with a high registration ac-

curacy even at small local displacement gradients [3, 20].
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Figure 3.18: Three-dimensional plot of discrete image intensity values. The height represents
grey level value (8 bit, 0...255) at pixel locations [Xs, Ys] = [(0, 10) px; (0, 10) px]
from Sutton [20]. Additional indication of bicubic splines as subpixel interpolation
lines.

3.2.4.2 Grid cell displacements and correlation method

For the calculation of the deformations by DIC, the observed surface geometry is

subclassified into facets. Exemplarily, Fig. 3.19 depicts a facet on the left side, which

is again subdivided into 9 grid cells, containing a certain amount of pixels. Each grid

cell has its grid point at the center (green). The corners of intersection of the grid cells

within the facet are the facet-points (blue). While the grid points (green) serve as the

basis for the calculation with the information of longitudinal strain, the 4 facet-points

include the information of shear and longitudinal strain, which is significant for the de-

formation by DIC. Hence, the facet points are also called DIC-points. On the right

side of Fig. 3.19 the correlation parameters are listed that have been used here. The

grid spacing (discrete edge length of the grid cell) is set with 9 pixels (green), while the
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facet size (discrete edge length of the facet) results in 27 pixels (blue). Further parame-

ters (yellow) are the “correlation accuracy” of 0.1 pixels of the sub-pixel analysis based

on the intensity interpolation, the maximum acceptable value of the residuum of 30 grey

values and the maximum acceptable deviation of the pixel position found by the correla-

tion and the back projected object points within 1 pixel.

Grid 

spacing

Pixel size

Facet-Point (DIC)

Facet 

size

Figure 3.19: Overview of a facet which is a subset of the speckle pattern. The facet consists
of 9 grid cells with one grid point (green) in the middle and 4 intersecting facet
points (blue) characteristic for the DIC-deformation. Further parameters: Accu-
racy, residuum, 3D-residuum (yellow) inspired by Wood [26].

Focussing on the correlation algorithm of DIC, the calculation method for the displace-

ment field is introduced according to Bing et al. [3]. In Fig. 3.20, one grid cell of a facet is

shown for simplicity. The undeformed grid cell contains the grid point P(x,y) in the center

and another point Q(x + ∆x, y + ∆y) is decentralized. Actually, Q can be seen as the

generalization of the facet points (see Fig. 3.19). The deformed grid cell shows the grid

point P’, which has been shifted by the translational stretching parameters κ (horizontal)

and ψ (vertical). The facet point Q’(x’,y’) is shifted with the same values and due to the

decentralized effect, the shear deformation has to be considered, additionally. Thus, the

governing equations are presented in vector form:x′
y′

 =

x
y

+

κ
ψ

+

 ∂κ
∂x

∂κ
∂y

∂ψ
∂x

∂ψ
∂y

 ∆x

∆y

 (3.28)
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Figure 3.20: DIC registration of a subset from the reference to the deformed image according to
the sub-pixel algorithm (Wood [25]).

For the purpose of a successful correlation, the minimum of the sum of the squared

differences of the deformed and undeformed grid cells with the size of (2M+1)×(2M+1)

pixels is searched:

min (C(P )) = min

(
M∑

x=−M

M∑
y=−M

[f(x, y)− g(x′, y′)]
2

)
. (3.29)

f(x, y) and g(x′, y′) represent the discrete grey value fields of the undeformed and deformed

images, respectively, which have been interpolated by the bicubic splines. Hence, (C(P ))

is a multidimensional, bicubic function, containing the unknown vector:

P =

(
κ,

∂κ

∂x
,
∂κ

∂y
, ψ,

∂ψ

∂x
,
∂ψ

∂y

)T
. (3.30)

The correlation function of Eq. (3.29) can be solved iteratively by the Newton-Raphson

method, while an iteration guess is executed at the start, using the provisional vector P ∗

and the following equation of iteration:

P = P ∗ −H−1∇C(P ∗) , (3.31a)

P = P ∗ − (∇∇C(P ∗))−1 ∇C(P ∗) . (3.31b)
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The subtrahend stands for the correction term of P ∗. The vector ∇C(P ∗) is the gradient

of the correlation function, while the matrix H = ∇∇C(P ∗) stands for the second-order

derivative of the correlation function or Hessian matrix [4]. By using Eq. (3.31) in the

further iteration process, P ∗ relates always to the result P of the former iteration step.

After the correlation is converged and all displacement paramaters are determined for the

grid cells and facets, the displacement field is assembled to the whole correlation area

corresponding to the defined polygon mask in Istra4D. To conclude, the Newton Raphson

method provides high accuracy considering the sub-pixel displacement registration at a

moderate computational efficiency.

3.3 Idea of synchronizing the DIC- and PIV-techniques

Until now, the DIC and PIV techniques have been used separately for the structural

deformation and fluid velocity measurement. To describe the FSI precisely, a synchro-

nization of these techniques is necessary. This is a challenge considering the synchronous

control of PIV and DIC, with the adequate interfaces, cable connections and the right

illumination source for both. During this master thesis, a concept has been developed to

make a synchronization of PIV and DIC possible.

Focussing on the hardware combination, the basic idea is depicted in Fig. 3.21, while

Fig. 3.21(a) visualizes the information or signal flow path and Fig. 3.21(b) visualizes

the cable connections. The PIV-setup is framed by a pink rectangular frame, while the

DIC-setup is framed by a blue one, respectively. The PIV-setup remains unchanged com-

pared to the unsynchronized setup. The DIC-system is slightly changed. The illumination

source is now the PIV-laser instead of the former headlight. Furthermore, the DIC-trigger

button is replaced by a connection between the PIV- and DIC-setups. This is realized

by an “I/O-link” cable which is commonly called single-drop digital communication inter-

face for small sensors and actuators (SDCI) according to the norm ISO 61131-9. Thus,

the “I/O-link”-master, which is the mono PIV-camera Phantom VEO HS-Camera

here, triggers the “I/O-link”-device, which are the stereoscopic DIC-cameras HSVision

Speedcam connected by the trigg4 and BNC-adapter. The trigger signal works as an

electronic switching mode with the signal “0” (Off, 0 V) and “1” (On, 24 V). When the

PIV-camera is triggered by the synchronizer, the same trigger signal is immediately sent

to the DIC-cameras. This guarantees a synchronous recording mechanism of the cameras

of both systems.

For the purpose of synchronized image data, some internal parameters have to be re-

spected. The laser pulse repetition rate with fPR = 500 pps (pulses per second) has to

be adjusted to the camera frame rates of the PIV and DIC with fDIC = fPIV = 500 fps
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(frames per second). This ensures a constantly high illumination intensity in the captured

images of PIV and DIC. By choosing the same recording time, every result of the image

sequence of PIV can be compared chronologically to the result of the image series of DIC,

due to the fact, that the same number of images are generated.

Synchronizer

Power-Unit

PIV-System DIC-System

Laser

Phantom VEO
HS-Camera
(mono PIV)

PIV
Workstation

DIC
Workstation

Switch

HSVision
HS-Cameras

Stereoscopic
3D-DIC Setup

(a) Visualization by the information flow path.

Synchronizer

Power-Unit

PIV-System DIC-System

Laser

Phantom VEO
HS-Camera
(mono PIV)

PIV
Workstation

DIC
Workstation

Switch

LINK

HSVision
HS-Cameras

Stereoscopic
3D-DIC SetupFrame

Link
as Trigger

(b) Visualization by the cable connections.

Figure 3.21: Idea of synchronizing the DIC- and PIV-system.
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A further challenge is the adequate illumination by the PIV laser, due to the fact that the

DIC technique requires a wider field of illumination of the speckle pattern with moderate

light intensity and the PIV requires a rather thin and concentrated light sheet for the 2D

test section. Thus, the effective usability of a concentrated light sheet for PIV and an

evenly illuminated speckle pattern for DIC is desirable. According to these ambiguous

criteria, Fig. 3.22 presents the comparison between the unsynchronized illumination with

a standard light source (headlight) and the synchronized illumination. For this purpose,

the standard light sheet optics (LSO) from iLA 5150 GmbH 8 is mounted on the PIV-laser.

It is a conventional LSO with the aperture of 50×10−3 m consisting of an extendable unit.

This enables the adjustment of the thickness of the light sheet with at least 5 × 10−4 m,

while a wider light sheet is adjusted here with 12 × 10−3 m. The divergence angle of

the light sheet can be set up to 50◦. The unsynchronized illumination under standard

light conditions is depicted in Fig. 3.22a. It is shown that this source of light leads to a

moderate light intensity, which is evenly distributed across the whole speckle pattern.

0.08 m

0
.0

8
8
 m

symmetry line

(a) Illumination by a standard light source.

0
.0

8
8
 m

0.012 m

0.02 m
0.02 m

useable area
for DIC

laser light

distribution

max. light
from PIV
light-sheet

low light
area

0.014 m

(b) Illumination by PIV-laser-light.

Figure 3.22: Comparison of the useable area of the speckle pattern illuminated by different
sources of light.

8https://www.ila5150.de/en/components/optical-component/standard-lso
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This becomes visible by the useable, nearly quadratic, white area ADIC
ref = 0.08 m·0.088 m =

7.04 × 10−3 m2. In contrast, the illumination of the useable speckle pattern by the laser

with the mounted LSO is shown in Fig. 3.22b. Here, the intensity of the laser light is

symmetrically distributed across the area of the speckle pattern, whereas the light dis-

tribution follows a Gaussian bell: The laser sheet is located at the symmetry line of the

speckle pattern (= symmetry-line of the wing) representing the maximum light intensity

with a thickness of 12×10−3 m. This area is overexposed by light and therefore not usable

for the DIC-processing. In the adjacent regions, there are two areas of 0.02 m thickness

each that are illuminated by the decreasing laser light intensity, which is sufficiently bright

in order to illuminate the speckle pattern. These areas are considered for the correlation

in the DIC-processing. It has been determined by means of the DIC-software that the

totally useable area is ADIC
Laser ≈ 2 · 0.02 m · 0.88 m = 3.52 × 10−3 m2 = ADIC

ref /2. Thus,

the useable area of the speckle pattern illuminated by the laser is half compared to the

illumination by the standard light. However, in the present quasi 2-D setup the laser illu-

mination delivers satisfactory correlation results within the limited speckle pattern area,

so that displacement measurements of profile line elements or of monitoring points can be

extracted successfully. In the case of a 3-D setup, a limited speckle pattern area would be

problematic for the measurements, since a symmetric displacement behavior like in the

current case of the airfoil (representing the whole wing span) is not coercively given. Thus,

information about important areas, which can not be sufficiently illuminated, might get

lost. Hence, a future challenge can be the investigation of optics that solve this limitation

in the illumination by the PIV-laser.

3.4 Statistical measuring quantities

The DIC and PIV measurement softwares allow the calculation of several statistical

measuring quantities, whose background is briefly introduced here.

3.4.1 Structural deformation measurement quantities by DIC

For the structural deformation measurements, the DIC processing software can com-

pute measurement uncertainties on the basis of a Gaussian normal distribution. Fig-

ure 3.23 depicts the density function f(z) of the Gaussian normal distribution with the

estimated expectation value µ ≈ z and the standard deviation σ ≈ s. The estima-

tion is due to the fact that the real values are unknown. By the estimation of the

standard deviation range below and above the expectation value, a relative amount of

68.3 % of all measurement data are represented (orange area). According to Papula [17],
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the density function can be mathematically described by:

f(z) =
1√
2π σ

e−
1
2( z−µσ )

2

, (3.32)

while the estimated expectation value µ ≈ z (arithmetic mean value) and the standard

deviation σ ≈ ∆z̃ = s (mean variation) yield:

µ ≈ z =
1

n

n∑
i=1

zi , (3.33)

σ ≈ ∆z̃ = s =

√√√√ 1

n− 1

n∑
i=1

(zi − z)2 . (3.34)

The standard deviation s in Eq. (3.34) is the measurement uncertainty calculated by

the DIC-software for the purpose of presenting reliable and accurate results. Thus, every

measured displacement point in z is measured n-times, while the coefficient in the formula

is normalized by 1/(n − 1), which is due to the unbiased estimation of the standard

deviation. It says that the expectation value of the squared standard deviation is equal

to the variance E(∆z̃
2

= s2) = σ2 [17].

Figure 3.23: Density function f(z) of the Gaussian normal distribution with the estimated ex-
pectation value µ ≈ z and the standard deviation σ ≈ s while an amount of 68.3 %
of all measurement data are represented (orange area).
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3.4.2 Fluid mechanical measurement quantities by PIV

For the fluid mechanical measurements, the PIV processing software can generate

velocity distributions. For a 2D-plane the velocity field of the horizontal component

u(~x, t) as well as the vertical components w(~x, t) can be presented as a vector function

depending on space ~x = [x, y] and time t. Furthermore, the software is able to calculate

statistical quantities on the basis of the Reynolds averaging approach. For this purpose,

the velocity fields are separated into time-averaged mean values and fluctuations (Reynolds

separation):

u(~x, t) = u(~x) + u′(~x, t) , (3.35a)

u(~x) = lim
T→∞

1

T

∫ T

0

u(~x, t) dt , (3.35b)

and

w(~x, t) = w(~x) + w′(~x, t) , (3.36a)

w(~x) = lim
T→∞

1

T

∫ T

0

w(~x, t) dt , (3.36b)

respectively. u(~x) and w(~x) are the temporally averaged mean values, while u′(~x, t) and

w′(~x, t) are the fluctuations. This is depicted schematically in Fig. 3.24. The correspond-

ing discrete formulation of Reynolds separation can be formulated by:

uk = u+ u′k , (3.37)

and

wk = w + w′k , (3.38)

respectively. u and w are the temporally averaged mean values, while u′k and w′k are the

fluctuations at a discrete local position k within the image frame of the PIV control win-

dow. The mean fluid velocity value is the arithmetic mean value related to the measured

velocities at all discrete locals k = 1...n:

u =
1

n
·

n∑
k=1

uk , (3.39)

w =
1

n
·

n∑
k=1

wk . (3.40)
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Figure 3.24: The time averaging of a statistically steady fluid flow (left) and the ensemble aver-
aging of a statistically unsteady fluid flow (right) from Ferziger and Peric [8].

According to Ferziger and Peric [8], these Reynolds separated values can be inserted into

the conservation equation of mass and momentum for incompressible fluid flows with-

out body forces. After time averaging the corresponding equations read with Cartesian

coordinates and in index notation (i = 1...3, j = 1...3):

∂(ρ ui)

∂xi
= 0 , (3.41a)

∂(ρ ui)

∂t
+

∂

∂xj

(
ρ uiuj + ρ u′iu

′
j

)
= − ∂p

∂xi
+
∂τ ij
∂xi

, (3.41b)

while p is the mean pressure and τ ij the viscous stress tensor. Here, the Reynolds stress

tensor ρ u′iu
′
j shall be pointed out, which contains second-order moments of the velocity

data [25]. It describes the effect of the fluctuations occuring in the flow field associated

with turbulence on the mean flow. The 2D-tensor with the velocity components u1 = u

(horizontal) and u2 = w (vertical) follows with:

ρ u′iu
′
j = ρ

 u′1u
′
1 u′1u

′
2

u′2u
′
1 u′2u

′
2

 = ρ

 u′u′ u′w′

w′u′ w′w′

 . (3.42)

The main diagonal elements of the tensor can be seen as the quadratic standard deviations

of u and w, respectively. The normal Reynolds stress component in streamwise direction

is given by:

u′u′ =
1

n− 1
·

n∑
k=1

(uk − u)2 , (3.43)
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and the normal Reynolds stress component in vertical direction reads:

w′w′ =
1

n− 1
·

n∑
k=1

(wk − w)2 . (3.44)

The shear stress component follows with:

u′w′ = w′u′ =
1

n− 1
·

n∑
k=1

(uk − u)(wk − w) , (3.45)

while it reveals the dependency of the fluctuations between the different velocity compo-

nents. Finally, the intensity of turbulence can be computed within a flow field out of the

main diagonal elements of the Reynolds stress tensor. For a 2-D flow field it reads:

Tu =
1

U∞
·
√

1

2
(σ2

u + σ2
w) (3.46)

=
1

U∞
·
√

1

2

(
u′u′ + w′w′

)
. (3.47)

To conclude, the PIV-data allow to determine the following parameters:

� The time-averaged velocity fields u/U∞, w/U∞,

� the Reynolds stress components u′u′/U2
∞, w′w′/U2

∞, u′w′/U2
∞,

� the intensity of turbulence Tu.

It has to be considered that the measurement results in this thesis are normalized by the

free-stream velocity U∞ and U2
∞, respectively.
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Chapter 4

Measurement planning and

conditions

In this chapter, the measurement planning and the conditions for the measuring pro-

cedures are presented. Therefore, all parameters are mentioned, which are necessary for

the adjustment of the measuring techniques, such as the parameters of the laser-timing

(PIV), the cameras, the calibration and the software processing parameters. Finally, the

agenda of the measurements is summarized with the relevant measuring quantities giving

an overview of the discussed results in Section 5.

4.1 Measurement conditions for DIC

In the following, the conditions for the DIC-measurements are presented.

4.1.1 Camera and calibration parameters

Beginning with the two identical DIC-cameras of type HSVision Speedcam MarcoVis

Eo Sens, Tab. 4.1 contains the main properties.

Table 4.1: Main properties of the DIC-cameras of type HSVision Speedcam MarcoVis Eo Sens.

Property Unit Value/Name

Resolution [px] 1472 x 1036

Frame rate [fps] 500 (synchronized), 250 (unsynchronized)

Objective lense [-] Schneider-Kreuznach Xenoplan 2.0/28-0901

Adjusted f-number (lense) [-] 6.2 (min. 2.8)

Adjusted aperture (lense) [mm] 4.5
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For the purpose of synchronization with the PIV-laser, the frame rate of 500 fps is ad-

justed for all DIC-measurements, whereas a maximum frame rate of 1000 fps would be

possible. The f-number of the Schneider-Kreuznach objective lenses, which is the aperture

ratio standing for the light intensity in the image plane, is set to 6.2 and the aperture

(diameter) results in 4.5 mm.

Focusing on the calibration data of the two DIC-cameras related to Section 3.2.2.4, the

extrinsic and the stereoscopic parameters are summarized in Tab. 4.2, while the intrinsic

parameters are listed in Tab. 4.3. For the extrinsic parameters, the translation and rota-

tion data are related to the first acquired image of the calibration target. The components

of rotation Rx, Ry, Rz are the eigenvalues of the rotation matrix R3×3 representing the

rotation angles of each axis of the COS. It may be mentioned here that the numbers

behind the ”±” are the uncertainties of the determined parameters. According to the

characteristics of the stereoscopic setting, the intersection angle of the projection lines is

found at Φ = 42.8◦ and the baseline vector, which is the absolute distance of the focal

points, is set to 466.2 mm.

Table 4.2: Extrinsic parameters of the cameras ”EF” and ”A3” as well as the stereoscopic pa-
rameters of the camera system.

Position Parameter Unit Description Value

Camera
“EF”

Rx [rad] rotation of xw-axis with yaw angle θ 2.7054± 0.0009

Ry [rad] rotation of yw-axis with pitch angle α −0.4630± 0.0004

Rz [rad] rotation of zw-axis with tilt angle ψ −0.3950± 0.0016

tx [mm] translation in xw-direction −33.8± 0.7

ty [mm] translation in yw-direction −1.6± 0.5

tz [mm] translation in zw-direction 606.81± 0.19

Camera
“A3”

Rx [rad] rotation of xw-axis with yaw angle θ 2.7727± 0.0006

Ry [rad] rotation of yw-axis with pitch angle α −0.6642± 0.0005

Rz [rad] rotation of zw-axis with tilt angle ψ 0.6418± 0.0015

tx [mm] translation in xw-direction 13.4± 0.6

ty [mm] translation in yw-direction −0.3± 0.4

tz [mm] translation in zw-direction 542.22± 0.16

Stereoscopic
EF/A3

Φ [°] Intersection angle of the projection lines 42.7988

Baseline vector [mm] Absolute distance of the focal points 466.2342

4.1.2 Processing parameters

The processing parameters of the ”Evaluation settings” within the DIC-software Is-

tra4D are listed in Tab. 4.4 (related to Fig. 3.19 in Section 3.2.4.2). The measured object

surface is subdivided into subsets with the ”facet size” (edge length) of 27 pixels, while
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Table 4.3: Intrinsic parameters of the camera system.

Position Parameter Unit Description Value

Camera
“EF”

f [mm] effective focal length 3848.95± 1.2

Cx [px] xi = x0 position of the principle point H′ 763± 5

Cy [px] yi = y0 position of the principle point H′ 540± 3

s [-] horizontal scale factor 0.00171± 0.00017

κ1 [1/mm2] radial lense distortion coefficient −0.054± 0.004

κ2 [1/mm2] radial lense distortion coefficient −0.9± 0.11

Camera
“A3”

f [mm] effective focal length 3856.7± 1.1

Cx [px] xi = x0 position of the principle point H′ 762± 4

Cy [px] yi = y0 position of the principle point H′ 557± 3

s [-] horizontal scale factor 0.00228± 0.00014

κ1 [1/mm2] radial lense distortion coefficient −0.033± 0.005

κ2 [1/mm2] radial lense distortion coefficient −0.9± 0.3

the further sub-classified grid cell has a ”grid spacing” (edge length) of 9 pixels. The ”cor-

relation accuracy” of the sub-pixel intensity interpolation is set to 0.1 pixels, while the

”Residuum” of the correlation algorithm is chosen with the maximum acceptable number

of 30 grey values. The ”3D Residuum”, which is the deviation of the correlated pixel

positions and the back projected object points, is set to 1 pixel.

Table 4.4: Correlation parameters of DIC implemented in Istra4D.

Parameter Unit Value

Facet Size [Pixels] 27× 27

Grid spacing [Pixels] 9× 9

Accuracy [Pixel] 0.1

Residuum [Grey values] 30

3D Residuum [Pixel] 1

4.2 Measurement conditions for PIV

In the following, the conditions for the PIV-measurements are presented.

4.2.1 Laser and camera adjustment

The properties of the PIV-camera are listed in Tab. 4.5. For the purpose of synchro-

nization with the PIV-laser, the frame rate of 500 fps is adjusted for all PIV-measurements,

whereas a maximum frame rate of 1400 fps would be possible. The f-number of the

69



CHAPTER 4. MEASUREMENT PLANNING AND CONDITIONS

”Nikon AF Nikkor” objective lenses is set to 2.8 and the aperture results in 18 mm.

Table 4.5: Properties of the HS-PIV-camera of type Phantom VEO 640S.

Property Unit Value/Name

Resolution [Px] 2560 x 1600

Frame rate [fps] 500 (max. 1400)

Objective lense [-] Nikon AF Nikkor 50 mm 1:1.8D

Adjusted f-number (lense) [-] 2.8 (min. 1.8)

Adjusted aperture (lense) [mm] 18

According to Fig. 3.6 in Section 3.1.2.1, the timing parameters of the PIV-laser and the

PIV-camera are listed in Tab. 4.6. The laser delay time ∆tLD, which is not registered

here, is internally calculated by the software with choosing the command Auto Center

Laser Pulses. Additionally, it is important to mention that the pulse straddling-time with

∆tPIV = 0.1×10−3 is larger than the inter-frame straddling-time with ∆tFS = 1.73×10−6

guaranteeing the acquisition of double-images that are sufficiently illuminated by the

double-pulsed laser.

Table 4.6: Timing-parameter for the adjustment of the PIV-laser and the PIV-camera.

Device Timing-parameter Unit Description Value

PIV-laser Litron
LD-527

fPR [pps] Pulse rate per second 500

∆tPR [s] Pulse repetition time 2× 10−3

∆tPIV [s] Pulse straddling-time 0.1× 10−3

PIV-camera
Phantom VEO
640S

fcam [fps] Frame rate per second 500

∆tcam [s] Image acquisition time 1.998× 10−3

∆tFS [s] Inter-frame straddling-time 1.73× 10−6

4.2.2 Processing parameters

The PIV-processing requires certain parameters for the calibration and the grid size

of the observed processing region. According to Sections 3.1.3.1 and 3.1.3.2, the impor-

tant parameters implemented in the software Insight 4G are listed in Tab. 4.7. The 2D

spatial calibration factor is calculated as Cspat = 126.03µm/px. The observed processing

region has the digital dimensions of (W × H) = (2224 px× 1249 px) and the correspond-

ing geometric dimensions of (W × H) = (280 mm× 157 mm). The grid subdivides the

processing region in squared interrogation windows (IW). The meshing begins with the

so-called starting spots forming a coarse grid for the first processing step. The starting

spot sizes of the double images A1 and A2 are set to 48 px (edge length). The result is

70



4.3. MEASUREMENT PLANNING FOR CASE I AND III

a coarse vector field at first. Then, these processed data are optimized by a ”recursive

ensemble processing”, which is able to reduce the IW-size to

� 16 px ≡ 2.016 mm (edge length), leading to a grid of (139 × 78) IW for higher-

resolved vector fields, suitable for unsteady phenomena like the vortex formation

and convection, see Fig. 5.20 in Section 5.3.1, or the velocity signal spectra measured

in Section 5.3.3,

� 32 px ≡ 4.032 mm (edge length), leading to grid of (69× 39) IW for a global vector

field in the processing region (standard software adjustment) used for the synchro-

nized PIV-DIC-measurements in Section 5.4.

In the software Insight 4G, the correlation algorithm settings are implemented by plugin

engines, which are listed in Tab. 4.8. The ”Nyquist Grid” is the standard PIV-grid while

the deformation vectors are positioned in the center of each IW. Furthermore, the Nyquist

sampling criterion shall be fulfilled: The matching IWs within one double image, which

are shifted in time by the time lag ∆tPIV , are still overlapping by 50% of their size (for

the schematic overlapping of the IWs, see Fig. 3.8 in Section 3.1.3.2). However, according

to the cross-correlation function of Eq. (3.6) in Section 3.1.3.2, the ”Zero Pad Mask” is a

filter that minimizes the image noise by subtracting the averaged grey value intensity of

the processed image from each IW. The ”FFT Correlation” is the Fast Fourier Transform

method for solving the cross-correlation function. The ”Bilinear Peak” is a sub-pixel

algorithm that locates the correlation peak within the correlation map by fitting linear

spline functions in between the highest pixel and the nearest neighboring pixels. To sum

up, these plugin engines are necessary for the PIV processing algorithms.

4.3 Measurement planning for case I and III

In this part, the planning of the measurements is briefly summarized and structured.

The specifications ”case I” and ”case III” of the added extra mass to the wing system are

mentioned and visualized in Section 2.1.3 (see Fig. 2.8).

Beginning with the free-stream adjustment in the wind tunnel, there is a linear relation

between the rotation speed nair of the air blower and the free-stream velocity U∞ and the

Reynolds number, respectively. This has been discussed in Section 2.2 with the diagram

in Fig. 2.11 and the Eq. (2.5) of the regression curve. According to that, the adjustments

of the rotation speed and the corresponding free-stream velocities are listed in Tab. 4.9.

71



CHAPTER 4. MEASUREMENT PLANNING AND CONDITIONS

Table 4.7: Processing parameters implemented in the software Insight 4G.

Classification Parameter Unit Description Value

2D spatial calibration Cspat [µm/px] Calibration factor 126.03

Processing region

W [px] Width (digital dimension) 2224

W [mm] Width (geometric dimension) 280

H [px] Height (digital dimension) 1249

H [mm] Height (geometric dimension) 157

Processor setup:
Square starting spots

Spot A1 [px] Edge length (digital dimension) 48

Spot A1 [mm] Edge length (geometric dimension) 6.049

Spot A2 [px] Edge length (digital dimension) 48

Spot A2 [mm] Edge length (geometric dimension) 6.049

Final square size of
interrogation windows
(IW) (higher-resolved
regions for unsteady
phenomena)

IW A1 [px] Edge length (digital dimension) 16

IW A1 [mm] Edge length (geometric dimension) 2.016

IW A2 [px] Edge length (digital dimension) 16

IW A2 [mm] Edge length (geometric dimension) 2.016

IW-Array [IW × IW] Processing region subdivided in IWs 139× 78

Final square size of
interrogation windows
(IW) (standard
adjustment for PIV)

IW A1 [px] Edge length (digital dimension) 32

IW A1 [mm] Edge length (geometric dimension) 4.032

IW A2 [px] Edge length (digital dimension) 32

IW A2 [mm] Edge length (geometric dimension) 4.032

IW-Array [IW × IW] Processing region subdivided in IWs 69× 39

Table 4.8: PIV-correlation plugins implemented in the software Insight 4G.

Classification Parameter Description Name

PIV-
correlation
plugins

Grid engine Grid generation (IW-subdivision) ”Nyquist Grid”

Spot mask engine Mask/filter for noise minimization ”Zero Pad Mask”

Correlation engine Computation of the cross-correlation ”FFT Correlation”

Peak engine Curve fitting, finding correlation peak ”Bilinear Peak”

Table 4.9: Conversion table for the rotation speed nair of the air blower, the free-stream velocity
U∞ and the Reynolds number Re in the wind tunnel based on the chord length of
the profile.

nair [rpm] U∞ [m/s] Re [−]

116 1.44 9.66× 103

166 2.46 1.65× 104

221 3.56 2.39× 104

270 4.56 3.06× 104

310 (for CTA) 5.06 3.39× 104

325 (flutter) 5.37 3.60× 104
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The transitional Reynolds regime of 9.66 × 103 ≤ Re ≤ 3.60 × 104 is subdivided into 5

steps with nair = [116, 166, 221, 270, 325] rpm, while nair = 310 rpm is the rotation speed

for the CTA measurements of Wood et al. [23], which is mentioned later on.

According to the results in Section 5, the planning of the measurements is given by

Tab. 4.10. The involved section is indicated as well as the measurement type (PIV/DIC),

the Reynolds number Re and a brief description of the measurement content.

In Sections 5.1.1 and 5.1.2, the free-oscillation characteristics for the heave and pitch are

separately investigated (1-DOF) by the DIC measurements to calculate the structure-

mechanical properties of the wing system, i.e., the viscous damping coefficients or spring

stiffnesses. These data are compared to the results of Wood et al. [23]. Additionally, the

combined heave and pitch movements (2-DOF) are presented in comparison with [23]. In

Sections 5.2.1 and 5.2.2 the DIC measurements (2-DOF) are carried out for the still air

case as well as several free-stream velocities. The unsynchronized results (under standard

light as the illumination source of the DIC-system) are compared to the synchronized

results (under the PIV-laser as the illumination source of the DIC-system). Furthermore,

the feasibility of the PIV-laser as illumination source for DIC is investigated. In Sec-

tions 5.3.1 to 5.3.3 the PIV measurements are carried out to analyze the wake flow behind

the airfoil. The formation and convection of vortices is visualized for Re = 2.39 × 104,

while for several other Re numbers, the vortex shedding frequencies and Strouhal num-

bers are calculated. Furthermore, pointwise signal spectra of the fluid velocities u and

w are extracted from the PIV measurements in the format of time histories and FFT

plots. This is done to point out the influence of the structural oscillations of the wing

on the wake flow as well as to show the ”independent frequencies” of the flow instability.

In Section 5.4 the synchronized PIV-DIC measurements are done for a single period of

the flutter motion of the wing system. Structural displacement data of the airfoil motion

and the corresponding fluid velocity fields u/U∞, w/U∞ are superimposed. Finally, in

Sections 5.5.1 and 5.5.2, the phase-averaged velocity fields are determined by PIV for the

flutter test case. The fluid velocity fields u/U∞, w/U∞ and the Reynolds stress fields

u′u′/U2
∞, w′w′/U2

∞, u′w′/U2
∞ are discussed.
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CHAPTER 4. MEASUREMENT PLANNING AND CONDITIONS

Table 4.10: Measurement planning with indication of the measurement type, the involved sec-
tion, the rotation speed of the air blower nair (for conversion see Tab. 4.9) and the
summarized description of the measurement.

Section Technique Re [×104] Description

5.1.1 DIC still air Free-oscillation characteristics with 1-DOF. Com-
parison to the results of Wood et al. [23] including
time histories and FFT plots of the vertical dis-
placements in z-direction. Structure-mechanical
parameters of the elastically mounted wing sys-
tem.

5.1.2 DIC still air Free-oscillation characteristics with 2-DOF. Com-
parison to the results of Wood et al. [23] including
time histories and FFT plots of the vertical dis-
placements in z-direction.

5.2.1 DIC still air, 0.966,
1.65, 2.39, 3.06,
3.60

Eigenfrequency analysis of case I and III includ-
ing time histories and FFT plots of the vertical
displacements in z-direction. Comparison of un-
synchronized with synchronized results.

5.2.2 DIC still air, 3.60 Comparison of the DIC illumination sources for
case I: Standard light (unsynchronized measure-
ments) and laser light (synchronized measure-
ments). Time histories of the vertical displace-
ments in z-direction with measurement uncertain-
ties.

5.3.1 PIV 2.39 Unsteady wake flow analysis of case I: Visualized
vortex convection. Fluid flow velocity w/U∞ in a
sequence of time (single period time T = 0.032 s).

5.3.2 PIV 0.966, 1.65, 2.39,
3.06, 3.60

Unsteady wake flow analysis of case I and III: Cal-
culated shedding frequencies and Strouhal num-
bers.

5.3.3 PIV 0.966, 1.65, 2.39,
3.06, 3.60

Fluid flow velocities u and w extracted from a mon-
itoring point in the wake flow. Time histories and
frequency spectra (FFT).

5.4 PIV/DIC 3.60 Synchronized measurements for case I and III: Sin-
gle period wing motion and corresponding fluid
flow velocities u/U∞, w/U∞ in a sequence of time
(time period T = 0.12 s).

5.5.1 PIV 3.60 Phase-averaged velocity field for case I and III:
Fluid flow velocities u/U∞, w/U∞ in a sequence
of time (time period T = 0.12 s).

5.5.2 PIV 3.60 Phase-averaged velocity field for case I and III:
Reynolds stresses u′u′/U2

∞, w′w′/U2
∞ and u′w′/U2

∞
in a sequence of time (time period T = 0.12 s).
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Chapter 5

Measurement results and evaluation

In this chapter, the results of the DIC- and PIV-measurements are presented. By the

unsynchronized DIC-measurements, the structure-dynamic behavior of the wing-system

is compared to the results of Wood et al. [23] dealing with the characteristic parameters

of the system. Furthermore, the synchronized DIC-measurements are discussed in their

compatibility with the unsynchronized measurements. Finally, the light sources of both

methods are compared according to the measurement uncertainties and effective usage of

the speckle pattern to evaluate the quality of the synchronization with the PIV-laser as

the illumination source. By the synchronized PIV-measurements, the behavior of the fluid

flow is investigated, corresponding to the airfoil motion. A comparison to the numerical

results of De Nayer et al. [15] is presented. Moreover, unsteady wake flow phenomena are

analyzed and finally, phase-averaged velocity fields are discussed.

5.1 Unsynchronized DIC-measurements

Beginning with the unsynchronized DIC-measurements, the results have to be verified

according to the corresponding results of Wood et al. [23]. This is done due to the back-

ground that the wing system was slightly renewed in some elements. Firstly, the rotational

springs were worn out after the investigation series of [23] and had to be renewed with

springs of the identical type with the rotational spring stiffness of kα = 0.3832 Nm/rad

according to the data sheet of the manufacturer. Secondly, the total mass of the wing

has slightly changed, since it was varnished in black for PIV-issues, which raised the to-

tal mass by 0.004 kg to mw = 0.33921 kg. Apart from the constructional reasons, some

measurement conditions have changed. For the comparison with the synchronized mea-

surement, the speckle pattern was positioned symmetrically in the middle of the wingspan.

Furthermore, the camera frame rate of the current DIC-measurements is set with 500 fps
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CHAPTER 5. MEASUREMENT RESULTS AND EVALUATION

(frames per second), while the frame rate of the measurements in [23] was 250 fps. It has

been changed due to comparison with the synchronized measurements and the fact, that

the previously published CTA-measurements have shown relevant frequencies in the fluid

up to 230 Hz. According to the Nyquist–Shannon sampling theorem, exact measurement

results are given if the sampling rate is at least twice as large as the maximum of the

expected frequencies. The consequence of the higher frame rate is that the recording

time is reduced. While the measurement time in [23] lasts until t ≈ 20 s, the current

recording time is limited to t ≈ 10 s. This has also an influence on the computation of the

frequency based FFT-plot, which is dependent on the amount of data in the time history

of the oscillation. These are the reasons that may authorize a comparison of the current

measurements to the previously published results.

5.1.1 Comparison of free-oscillation characteristics with 1-DOF

in still air with previously published results

In the following, the properties of the renewed wing system is investigated according to

characteristic parameters. Therefore, several values of stiffness and damping are calculated

which physically refer to 1-DOF-oscillations of the analogous spring-damper-mass-system.

The 1-DOF investigations are made possible either by stiffening the translational leaf

springs or by blocking the rotational springs.

Figure 5.1 presents the separate 1-DOF-oscillations of heave and pitch for case I with

the comparison to the results of Wood et al. [23]. The motion itself is induced by an

impulse excitation. The monitoring point of the measured displacements is located at

0.7 m far from the leading edge of the airfoil, the background is explained later on for the

synchronized measurements. Considering the heave motion, the time history in Fig. 5.1(a)

shows exponentially decaying oscillations. The results from the current measurements and

the previously published results are in good agreement, while the FFT-plot in Fig. 5.1(b)

reveals that the corresponding eigenfrequencies are nearby with fh = 7.398 Hz (current)

and fh = 7.263 Hz (Wood et al. [23]). The slight deviation can be deduced to the individual

measurement condition by removing and installing the renewed wing system out of and

into the support frame, respectively. Therefore, the prestressing forces of the bolted joints

between the heave clamps and the support frame can vary. Regarding the pitch motion,

the former heave oscillation behavior can be observed as well for pitch in the time history

of Fig. 5.1(c). Furthermore, the eigenfrequencies are nearly identical with fα = 8.378 Hz

(current) and fα = 8.333 Hz (Wood et al. [23]).
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5.1. UNSYNCHRONIZED DIC-MEASUREMENTS

Moreover, the frequencies of the FFT give information about the properties of the dynamic

wing system. The total damping ratios D1−DOF,tot
h and D1−DOF,tot

α can be determined by

the method of the logarithmic decrement related to the amplitude ratios of the oscillations

in the time histories.
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Figure 5.1: Case I: Comparison of the unsynchronized DIC-data of the still air analysis with the
corresponding results from [23] including the time history and frequency-plot (FFT)
of the 1-DOF-oscillations separately for heave and pitch.

The detailed calculations can be found in appendix B. The results are listed in Tab. 5.1,

which also contains parameters like the mass moment of inertia IEα of the wing, the bend-

ing and torsional stiffnesses kh and kα of the heave and rotational springs of the elastic

mounting and the translational and rotational damping b1−DOF,tot
h and b1−DOF,tot

α . Com-

paring these values with the data of Wood et al. [23], the results are in the same order

of magnitude and corresponding well. The quotient of the total translational damping

ratios yields D1−DOF,tot
h /D1−DOF,tot

h (Wood et al. [23])= 1.013 and the quotient of the total

rotational damping ratios yields D1−DOF,tot
α /D1−DOF,tot

α (Wood et al. [23])= 1.245. Thus,

the translational damping stays nearly constant, while the rotational damping is slightly

increased.
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Table 5.1: Parameters calculated from the free-oscillation behavior of case I. Comparison with
results of Wood et al. [23].

Parameter Symbol Unit Case I (1-DOF) [23] Case I (1-DOF)

mass moment of inertia IEα kg ·m2 1.399× 10−4 1.383× 10−4

mass of dynamic system mw kg 0.33521 0.33921

bending stiffness kh N/m 698 732.92

torsional stiffness kα Nm/rad 0.3832 0.3832

translational damping b1−DOF,tot
h Ns/m 9.72× 10−2 10.16× 10−2

rotational damping b1−DOF,tot
α Nm/s 3.70× 10−5 4.59× 10−5

translational damping ratio D1−DOF,tot
h − 3.18× 10−3 3.22× 10−3

rotational damping ratio D1−DOF,tot
α − 2.53× 10−3 3.15× 10−3

Complementary to case I, Fig. 5.2 presents the separate 1-DOF-oscillations of heave and

pitch for case III and the comparison with the results of Wood et al. [23]. The moni-

toring point of the measured displacements is located at 0.2 m far from the leading edge

of the airfoil. The reason for this choice is explained later on for the synchronized mea-

surements. The time history of the heave motion can be seen in Fig. 5.2(a) which shows

the good agreement of both oscillations. It is considerable that the exponential decay in

the time history of the current measurement is decreased compared to the result in [23].

However, the frequencies of the FFT-plot in Fig. 5.2(b) are nearby with fh = 7.398 Hz

(current) and fh = 7.175 Hz (Wood et al. [23]), while the heave frequency of the current

measurement is identical with the heave frequency of case I. Regarding the pitch motion,

the time history in Fig. 5.2(c) shows the same behaviour as well as the coincident expo-

nential decay of both oscillations. The FFT-plot in Fig. 5.2(d) delivers similar frequencies

with fh = 7.576 Hz (current) and fh = 7.487 Hz (Wood et al. [23]). By the results of

the FFT-plot, the main structural parameters for case III are calculated in appendix B

and listed in Tab. 5.2. By comparison with the published values, the order of magnitude

is identical. It is noticeable that the currently calculated damping parameter of heave

is decreased related to the results of [23], which is caused by the varying prestressing

forces of the bolted joints, as mentioned above for case I. The damping parameters of

pitch are close-by. Hence, the quotient of the total translational damping ratios yields

D1−DOF,tot
h /D1−DOF,tot

h (Wood et al. [23])= 0.6485 and the quotient of the total rotational

damping ratios follows with D1−DOF,tot
α /D1−DOF,tot

α (Wood et al. [23])= 0.9355.

To conclude the findings of the 1-DOF free-oscillations, the structural parameters of the

wing system are comparable to the parameters of the wing system in [23] with the excep-

tion that for case I and III there is a slight deviation in the translational damping ratio.
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Figure 5.2: Case III: Comparison of the unsynchronized DIC-data of the still air analysis with
the corresponding results from [23] including the time history and frequency-plot
(FFT) of the 1-DOF-oscillations separately for heave and pitch.

Table 5.2: Parameters calculated from the free-oscillation behavior of case III. Comparison with
results of Wood et al. [23].

Parameter Symbol Unit Case III (1-DOF) [23] Case III (1-DOF)

mass moment of inertia IEα kg ·m2 1.730× 10−4 1.69× 10−4

mass of dynamic system mw kg 0.33521 0.33921

bending stiffness kh N/m 698 732.92

torsional stiffness kα Nm/rad 0.3832 0.3832

transitional damping b1−DOF,tot
h Ns/m 16.28× 10−2 10.88× 10−2

rotational damping b1−DOF,tot
α Nm/s 4.54× 10−5 4.21× 10−5

transitional damping ratio D1−DOF,tot
h − 5.32× 10−3 3.45× 10−3

rotational damping ratio D1−DOF,tot
α − 2.79× 10−3 2.61× 10−3
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CHAPTER 5. MEASUREMENT RESULTS AND EVALUATION

In general, the replacement of the rotational springs and the slight increase of the total

mass by the varnishing of the wing does not yield a significant change in the 1-DOF

measurement results.

5.1.2 Comparison of free-oscillation characteristics with 2-DOF

in still air with previously published results

In this section, the free-oscillation characteristics of the 2-DOF heave and pitch motion

are presented by enabling the elastic mounting of the translational heave springs and the

rotational springs likewise. A comparison with the results of [23] shall confirm the former

findings.

Figure 5.3 shows the characteristics of the free-oscillation for case I with 2-DOF without

fluid flow (still air). The motion itself is induced by an impulse excitation. The monitoring

point of the measured displacements is located at 0.7 m far from the leading edge of the

airfoil as for the 1-DOF test case. Describing the time history in Fig. 5.3(a), both results

exhibit a similar exponential decay of the motion, which is caused by structural damping

in the elastic mounting and fluid damping by the surrounding air. The amplitudes of

the current measurement are slightly higher than in [23], which is due to the different

intensity of the manual impulse excitation of the system. Furthermore, regarding the

oscillation behavior, the amplitudes proceed in the form of waves. This can be explained

by the physical effect of beat, which is caused by the superposition of oscillations with

slightly different frequencies. Here, a periodic exchange of energy between the heave and

pitch movement takes place. An indicator for the energy transfer are points with oscilla-

tory cancellations. Focussing on the FFT-plot of Fig. 5.3(b), the beat frequency can be

determined, which is the absolute difference of the heave and pitch frequency. The cur-

rent results show a beat frequency of ∆f 2−DOF,I = 0.98 Hz, which is in good agreement

with the results of [23] (∆f 2−DOF,I = 1.07 Hz). Furthermore, the frequency ratios of the

heave- and pitch-frequency are also similar with f 2−DOF,I
h /f 2−DOF,I

α = 0.872 of [23] and

f 2−DOF,I
h /f 2−DOF,I

α = 0.884 of the current measurement.

Now, focussing on case III, Fig. 5.4 shows the complementary characteristics to case I with

the same measurement conditions. The monitoring point of the measured displacements

is located at 0.2 m far from the leading edge of the airfoil as for the 1-DOF test case. The

time history in Fig. 5.4(a) shows the exponential decay of the motion, caused by structural

damping of the elastic mounting and fluid damping by the surrounding air. In the begin-

ning, the amplitudes of the measurement of [23] are about 3 mm higher compared with the

current measurement due to different excitation magnitudes in the experimental handling.

However, this difference decreases with time, until both amplitudes level out at t = 11 s.
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Figure 5.3: Case I: Comparison of the unsynchronized DIC-data of the still air analysis with the
corresponding results from [23] including the time history and frequency-plot (FFT)
of the oscillations.

This marks the end of the recording time of the current measurements with a camera

frame rate of 500 fps, while the measurement in [23] has a recording time of t ≥ 20 s

with a frame rate of 250 fps. In contrast to case I, the effect of the beat is still visible

in the time history, but the oscillatory cancellation is more difficult to observe. Re-

garding the FFT-plot in Fig. 5.4(b), this fact can be deduced to the increased beat fre-

quency of ∆f 2−DOF,I = 2.05 Hz, which is doubled compared to case I and corresponds

well with the published value (∆f 2−DOF,I = 1.96 Hz). Additionally, the frequency ratio

of f 2−DOF,I
h /f 2−DOF,I

α = 0.770 of Wood et al. [23] is confirmed by the current ratio of

f 2−DOF,I
h /f 2−DOF,I

α = 0.765.
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Figure 5.4: Case III: Comparison of the unsynchronized DIC-data of the still air analysis with
the corresponding results from [23] including the time history and frequency-plot
(FFT) of the oscillations.

To conclude this section, the results of the unsynchronized measurements mostly corre-

spond to the results of Wood et al. [23]. The replacement of the rotational springs has
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no significant effect on the behavior of the 2-DOF-setup. Furthermore, the position of

the monitoring points in the symmetry plane of the wing shows no effect on the DIC-

measurements, i.e., the decay of motion. The slight deviations in the FFT-plots can be

explained by the difference in the length of the data sets of the time histories, from which

the FFT-plots are generated. However, the resonance frequencies of heave and pitch are

well comparable with the published values.

5.2 Synchronized DIC-measurements

Besides the comparison of the DIC-results with the data of Wood et al. [23], it is

of great interest to verify the feasibility of the synchronized measurements, which has

not been possible until now. By using the PIV-laser as the illumination source for the

DIC-measurements with a pulse rate of 500 pps and a frame rate of the DIC-camera

of 500 fps, the synchronized DIC-results are compared with the unsynchronized results

for different flow velocities. Due to the limited amount of camera memory, especially

for the PIV-system, and the fact that the synchronized measurements consider PIV- as

well as DIC-data at the same time, the recording time is shorter than in case of the un-

synchronized DIC-measurements. The main objective is to prove the feasibility of the

synchronized PIV-DIC-measurements. However, the changed setup considering the laser

light as the illumination source shall be qualified by a comparison with unsynchronized

DIC-measurements under standard illumination, in order to assure reproducibility.

Before presenting the first results, it has to be determined for the synchronized measure-

ments, where the monitoring point for the acquisition of displacements has to be located in

order to deliver meaningful oscillations. Therefore, Fig. 5.5 shall give information about

the general motion of the airfoil within one period of oscillation at the extreme phe-

nomenon of flutter. This is shown for case I in Fig. 5.5(a) and for case III in Fig. 5.5(b).

By the DIC-method, the three-dimensional displacements of the speckle pattern on the

upper wing surface are measured. In the processing, a two-dimensional line element is

extracted out of this surface. The result is the airfoil line element which can be seen in

the diagrams while the heave- and pitch-movements are superimposed here.

The coordinate systems in both diagrams are normalized in terms of the chord length of

the airfoil with c = 100 mm, so that the axis values x/c and z/c are dimensionless. At

the position x/c = 0, the leading edge of the airfoil is found at the pitch angle of α = 0◦,

while the trailing edge with the same pitch angle is located at x/c = 1. The size of the

visible airfoil line elements is slighty reduced compared to the scale of the diagrams, which

is due to the fact, that the acquisition of the speckle pattern was difficult at the region

of the leading and the trailing edge, respectively. So the DIC-software limited the con-
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trol surface for the correlation of displacements. At the position x/c = 0.417, the elastic

axis is located. It is assumed that its position is horizontally constant and that it offers

pure heave displacements during the period of oscillation due to the congruence with the

rotational springs. Focussing on the amplitudes, by the blue and red line, the extreme

airfoil displacements are visible. On the one hand, the largest amplitude of oscillation

with ∆z/c ≈ 0.32 is found for case I at x/c ≈ 0.975 and for case III at x/c ≈ 0.15.

Thus, in case I, where the position of the center of gravity and the elastic axis are equal,

the airfoil oscillates strongly up- and downwards at its trailing edge. In contrast to this

finding, in case III, where the center of gravity is shifted behind the elastic axis, the airfoil

oscillates intensively at the leading edge and less at its trailing edge. On the other hand,

the lowest amplitude of oscillation for case I with ∆z/c ≈ 0.1 is found at x/c ≈ 0.3 and

for case III with ∆z/c ≈ 0.04 at x/c ≈ 0.675.

(a) Case I

00 0.2 0.4 0.6 0.8 1.0

(b) Case III

Figure 5.5: Comparison of synchronized DIC: NACA-0012-profile positions during one period
of flutter oscillation: Red/Blue line-elements represent the upper surface line at
maximum/minimum pitch angles.

To conclude the findings, the regions of lowest amplitude are rather unfavorable for the

monitoring points of the measurement series due to the fact, that for lower velocities

below flutter the amplitudes further decrease. To find a compromise of rather high and

equal amplitudes of oscillations for both cases, the monitoring point for case I is chosen at

x/c = 0.7 and for case III at x/c = 0.2. This is done for all of the following measurement

series.
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5.2.1 Comparison of synchronized with unsynchronized DIC-

results

5.2.1.1 Case I: Eigenfrequency analysis at several fluid flow velocities

Regarding the free-oscillations in still air for case I, Fig. 5.6 shows the superposition

of the synchronized and unsynchronized DIC-data. In the time history in Fig. 5.6(a), an

in-phase behavior of the data obtained by both methods is visible. The amplitudes of

the synchronized data are slightly higher due to the randomness of the manual excita-

tion. The exponential decay of the oscillation, caused by structural and fluid damping,

is recognizable as well as the effect of the beat with its typical curve showing oscilla-

tory cancellation as an effect of the transfer of energy between the heave and pitch

motion. Furthermore, the beat frequency ∆f 2−DOF,I = 0.98 Hz for the unsynchronized

method and ∆f 2−DOF,I = 1.25 Hz for the synchronized method are similar. The differ-

ence in the FFT-plot can be at least partially explained by the varying length of the

data sets in the time range caused by the diverse frame rates of 250 fps (unsynchro-

nized) and 500 fps (synchronized), respectively. The ratios between the heave- and pitch-

frequency are nearby with f 2−DOF,I
h /f 2−DOF,I

α = 0.884 for the unsynchronized method and

f 2−DOF,I
h /f 2−DOF,I

α = 0.853 for the synchronized method.
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Figure 5.6: Case I: Comparison of the synchronized and the unsynchronized DIC-data in still
air including the time history and frequency-plot (FFT) of the oscillations.

Moving to fluid flow velocities in the Reynolds number range of 9.66× 103 ≤ Re ≤ 2.39× 104

(Fig. 5.7 to Fig. 5.9), it can be stated in general that the effect of fluid damping is in-

creasing, the higher the free-stream velocity is. Additionally, the oscillations are in-phase

and the effect of the beat is recognizable in the progression of the curves of both the

synchronized and unsynchronized data, but its characteristic of amplitude cancellation is

diminishing with higher flow velocities. Beginning with Re = 9.66×103 in the time history
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in Fig. 5.7(a), the oscillation amplitudes start at ∆zsync = 11 mm for the synchronized

method and ∆zunsync = 9 mm for the unsynchronized method. The difference in these

values originates from the individual, manual excitation. Both curves proceed in-phase

and assimilate by their amplitudes, until the motion of the unsynchronized measurement

is decayed at about t = 9 s. Looking at the FFT-plot in Fig. 5.7(b), the amplitudes are

decreased compared with those of the free-oscillation analysis, whereas the beat frequency

∆f 2−DOF,I = 0.98 Hz for the unsynchronized method remains unchanged and for the syn-

chronized method it decreased to ∆f 2−DOF,I = 1 Hz.
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Figure 5.7: Case I: Comparison of the synchronized and the unsynchronized DIC-data of the
analysis at Re = 9.66 × 103 (U∞ = 1.44 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

In Fig. 5.8, the Reynolds number is raised to Re = 1.65 × 104. In the time history in

Fig. 5.8(a), the amplitudes of the unsynchronized and synchronized measurement con-

verge with proceeding time. The motion of the unsynchronized measurement decays until

t = 10 s. Regarding the FFT-plot in Fig. 5.8(b), the amplitudes are decreased in com-

parison to those at the former Reynolds number and the heave peak is dominated by

the pitch peak. The beat frequencies ∆f 2−DOF,I = 0.891 Hz for the unsynchronized and

∆f 2−DOF,I = 0.75 Hz for the synchronized measurement are further decreased.

In Fig. 5.9, the Reynolds number is raised to Re = 2.39 × 104. In the time history in

Fig. 5.9(a), the motion of the unsynchronized method is nearly decayed at t = 6 s, whereat

small amplitude oscillations (SAO) are remaining with ∆ z = ±0.5 mm. Regarding the

FFT-plot in Fig. 5.9(b), the pitch amplitude remains unchanged compared to the former

Reynolds number and the heave amplitude is further decreased in the unsynchronized data

and strongly damped in the synchronized data. The beat frequency ∆f 2−DOF,I = 0.802 Hz

for the unsynchronized measurement is further decreased, while the synchronized method

can not be clearly evaluated anymore. It may be mentioned here, that due to different

data lengths of the unsynchronized and synchronized measurements, the FFT-plots are
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Figure 5.8: Case I: Comparison of the synchronized and the unsynchronized DIC-data of the
analysis at Re = 1.65 × 104 (U∞ = 2.46 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

generated with slight deviations in the frequency and amplitude values. Hence, in the

Discrete Fourier Transform (DFT), which is the background of the FFT, the sampling

points of the time history are interpolated by complex polynomials as a summation of

multiple trigonometric functions dependent on the amount of time data points. In the

time history of the synchronized measurements, which does not show the whole decay of

motion, the nodes are limited as well as the trigonometric content of the interpolation

curve.
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Figure 5.9: Case I: Comparison of the synchronized and the unsynchronized DIC-data of the
analysis at Re = 2.39 × 104 (U∞ = 3.56 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

Going further to the Reynolds number range of 3.06×104 ≤ Re ≤ 3.66×104 (Fig. 5.10 to

Fig. 5.11), the impact of fluid damping on the oscillations is not present here. Instead, fluid

flows at these velocities induce structural oscillations of the airfoil with high amplitudes

such as LAO. Thus, an initial excitation is not necessary anymore. By further increasing
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the flow velocity, flutter instability of the wing system is provoked. In the following, the

synchronized measurements were conducted at fully developed structural oscillations, due

to the short measurement time. First, at Re = 3.06× 104, the time history in Fig. 5.10(a)

initially reveals SAO with an amplitude of ∆z = ±1 mm that develop into LAO with

an amplitude of ∆z = ±2.5 mm, while the synchronized method shows only the LAO

at an amplitude of ∆z = ±4 mm. This difference in the amplitude of the time history

is peculiar, since the surrounding free-stream velocity is equal for both. However, those

measurements are not repeated, so statistical deviations due to individual measurement

conditions, i.e., coincidentally exaggerated wing motions, can be a reason here. However,

the constant, sinusoidal course of the oscillation is visible by the synchronized and un-

synchronized measurements. Both have in common, that the frequency of the so called

limit-cycle oscillations (LCO) is represented in the FFT-plot in Fig. 5.10(b) with a single

frequency peak at fLCO = 8.111 Hz for the unsynchronized and fLCO = 8.004 Hz for the

synchronized method. Physically, it can be deduced that the dominating pitch and the

reduced heave motion frequencies have merged.
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Figure 5.10: Case I: Comparison of the synchronized and the unsynchronized DIC-data of the
analysis at Re = 3.06 × 104 (U∞ = 4.56 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

Second, at a Reynolds number of Re ≥ 3.66× 104, the time history in Fig. 5.11(a) shows

the flutter phenomenon for the unsynchronized method by an exponentially increasing os-

cillation with amplitudes up to ∆z = ±16 mm, while the synchronized data are captured

at constantly high amplitudes of ∆z = ±14 mm. Looking at the FFT-plot in Fig. 5.11(b),

a flutter frequency of fflutter = 7.932 Hz is found for the unsynchronized method and

fflutter = 8.004 Hz for the synchronized method. To avoid a structural damage in the

elastic mounting of the wing system, which may be caused by the fanned amplitudes of

the flutter oscillation, the fluid flow was stopped after 11 seconds related to the unsyn-

chronized measurement.
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Figure 5.11: Case I: Comparison of the synchronized and the unsynchronized DIC-data of the
analysis at flutter Re = 3.60× 104 (U∞ = 5.37 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

5.2.1.2 Case III: Eigenfrequency analysis at several fluid flow velocities

Focussing on the dynamic behavior of case III, firstly, the free-oscillation character-

istics are considered and depicted in Fig. 5.12. As for case I, the time history of case

III in Fig. 5.12(a) shows the in-phase behavior of the oscillations of the synchronized

and unsynchronized measurements, whereas the amplitudes start with z = 7 mm for the

synchronized data and z = 3 mm for the unsynchronized data due to different man-

ual excitation magnitudes. The exponential decrease of the oscillation is not as steep

as for case I in Fig. 5.6(a), which means that the damping on the dynamic system is

smaller. Furthermore, the exact decay time for the unsynchronized data is difficult to

determine, due to the fact that there are oscillations of ∆ z = ±1 mm remaining between

7 s ≤ t ≤ 10 s. However, the effect of the beat is recognizable in the time history for both

methods, although the cancellation of the oscillations are not as sharply distinguishable

as in case I. Instead, there are reduced amplitudes with no clearly visible zero crossings.

The repetition rate of the energy transfer is higher than in case I (Fig. 5.6(a)). This

finding becomes clearer by looking at the FFT-plot in Fig. 5.12(b). The beat frequencies

of ∆f 2−DOF,I = 2.05 Hz for the unsynchronized data and ∆f 2−DOF,I = 2.001 Hz for the

synchronized method are increased compared to those in Fig. 5.6(b). The frequency ratio

of heave and pitch of the current measurement is at f 2−DOF,I
h /f 2−DOF,I

α = 0.765 for the un-

synchronized method, which is nearby the frequency ratio of f 2−DOF,I
h /f 2−DOF,I

α = 0.771

for the synchronized method.

Now, by adjusting the fluid flow velocities within the Reynolds number range of 9.66 ×
103 ≤ Re ≤ 3.06×104 (Fig. 5.13 to Fig. 5.16), the fluid damping increases, while the effect

of the beat decreases, the higher the streamwise free-stream velocity is. Starting with the
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Figure 5.12: Case III: Comparison of the synchronized and the unsynchronized DIC-data of
the still air analysis including the time history and frequency-plot (FFT) of the
oscillations.

Reynolds number of Re = 9.66× 103, the structural response of the airfoil is depicted in

Fig. 5.13. The time history in Fig. 5.13(a) shows the collinear course of the curves for the

synchronized and unsynchronized method, due to the fact that the oscillation behavior is

identical and the amplitudes are nearly matching. The characteristic beat and the oscil-

latory cancellation are visible for t ≤ 4 s, then the oscillation is continuously decreasing

by the influence of fluid damping. Nevertheless, it is noteworthy for the unsynchronized

data that oscillations of ∆ z = ±1.5 mm remain at the end, which results in a ratio of

∆ zend/∆ zstart = 0.375 related to the displacements in the beginning of the recording. So

the damping process is extended in time here.
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Figure 5.13: Case III: Comparison of the synchronized and the unsynchronized DIC-data of
the analysis at Re = 9.66 × 103 (U∞ = 1.44 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

Looking at the FFT-plot in Fig. 5.13(b), a similar behavior of the synchronized and

unsynchronized curve is confirmed by the matching heave and pitch frequency peaks,
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while the amplitude of the pitch frequency is larger. This disparity may explain the

reduction of the beat effect in the course of the amplitudes. However, the beat frequency

of the synchronized method stays constant with ∆f 2−DOF,III = 2.001 Hz compared to still

air, while the beat frequency for the unsynchronized method is slightly decreased with

∆f 2−DOF,III = 1.96 Hz.

Increasing the fluid flow velocity to Re = 1.65×104 in Fig. 5.14, the characteristics of the

fluid-damped oscillations are further developed, which can be seen in the time history in

Fig. 5.14(a). Already at the beginning, the amplitudes of the unsynchronized data are lim-

ited to ∆ z = ±2 mm, while the amplitudes of the synchronized data are slightly higher.

At the end of the recording time, there are remaining oscillations of ∆ z = ±0.5 mm

for the unsynchronized data. Regarding the corresponding frequencies, the FFT-plot in

Fig. 5.14(b) reveals that the pitch motion is dominating by its large amplitude peak.

The beat frequency of the synchronized method is decreased to ∆f 2−DOF,III = 1.75 Hz

compared to the one at the former free-stream velocity, while the beat frequency of the

unsynchronized method stays constant with ∆f 2−DOF,III = 1.96 Hz.
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Figure 5.14: Case III: Comparison of the synchronized and the unsynchronized DIC-data of
the analysis at Re = 1.65 × 104 (U∞ = 2.46 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

Adjusting the Reynolds number further to 2.39×104 in Fig. 5.15, the free-stream damping

increases leading to a visible decay of the motion within t = 10 s in the time history in

Fig. 5.15(a). The FFT-plot in Fig. 5.15(b) reveals the reduced heave frequency and the

further dominating effect of the pitch frequency, while the beat frequency of the synchro-

nized data is unchanged and the beat frequency of the unsynchronized data is further

decreased to ∆f 2−DOF,III = 1.78 Hz.

Finally, the fluid damping is maximized in Fig. 5.16 showing the oscillatory behavior at

the fluid flow velocity according to Re = 3.06× 104. Within t = 2 s the decay process has

ended in the unsynchronized measurement, though the synchronized measurement still
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Figure 5.15: Case III: Comparison of the synchronized and the unsynchronized DIC-data of
the analysis at Re = 2.39 × 104 (U∞ = 3.56 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

reveals small oscillations. The FFT-plot in Fig. 5.16(b) shows that the amplitude peaks

for both methods are reduced, while the data determined by the synchronized method

consists mainly of the pitch motion due to the fact that the heave frequency is strongly

damped. The unsynchronized method shows equal characteristics for heave and pitch

with a beat frequency of ∆f 2−DOF,III = 1.52 Hz.
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Figure 5.16: Case III: Comparison of the synchronized and the unsynchronized DIC-data of
the analysis at Re = 3.06 × 104 (U∞ = 4.56 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

Concentrating on the last measurement in Fig. 5.17, the flutter phenomenon is depicted. In

the time history in Fig. 5.17(a) there are constantly high amplitudes of about ∆z = ±11 mm

for both methods reached at t ≥ 7 s, whereat the unsynchronized method reveals the am-

plitude progression slightly within 0 s ≤ t ≤ 6 s. Besides, the FFT-plot in Fig. 5.17(b)

reveals for both methods a similar distribution of the flutter peak with fflutter = 8.111 Hz

for the unsynchronized and fflutter = 8.004 Hz for the synchronized method.
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This single resonance peak represents the merging of the dominating pitch and the re-

duced heave frequency.
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Figure 5.17: Case III: Comparison of the synchronized and the unsynchronized DIC-data of the
analysis at flutter Re = 3.60× 104 (U∞ = 5.37 m/s) including the time history and
frequency-plot (FFT) of the oscillations.

To summarize the feasibility of the synchronized DIC-measurements, the results corre-

spond well with those of the unsynchronized DIC-measurements. The time histories

reveal oscillations that are usually in-phase and show the typical characteristics of the

beat for the lower free-stream velocities. Due to the individual manual excitation of the

wing, the amplitudes of the synchronized and unsynchronized measurements are different

at the beginning of the recording, though the decaying course of the curves is similarly

recognizable. The flutter phenomenon shows at the higher free-stream velocities, where

an initial excitation is not necessary, a slight difference in the amplitudes for case I in

Fig. 5.11(a) that may be caused by statistical variations. This assumption could be

proven by a repetition of the concerned measurement beyond this thesis. Nevertheless,

for case III, the flutter amplitudes in Fig. 5.17(a) correspond well for the synchronized

and unsynchronized measurements. The FFT-plots, which are calculated from the time

histories, are also similar according to their frequency distributions, which can be exem-

plarily seen for the flutter phenomenon of case III in Fig. 5.17(b). In general, due to the

fact that the DIC-camera frame rates and therefore the recording times are different for

the synchronized and unsynchronized method, the FFT uses different data set lengths,

which can lead to slightly varying frequency and amplitude values. However, the results

of the synchronized measurements can be evaluated as satisfactory. Thus, the usage of

the PIV-laser as illumination source for DIC has been successfull. In the following, this

finding shall be confirmed by the investigation of the different illumination sources due to

measurement uncertainties and effectively illuminated areas of the speckle pattern.
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5.2.2 Comparison of the DIC-illumination sources: standard

light and laser light

In this section, the synchronized and unsynchronized DIC-measurements are com-

pared with regard to their sources of illumination. Besides the measurement of the dis-

placements, it is possible to determine the uncertainties to evaluate the quality of the

illumination sources. Figure 5.18 shows the time histories of the DIC-measurements and

the uncertainties of case I for the free-oscillation analysis in still air.
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Figure 5.18: DIC-measurement results and uncertainties for the still air analysis of case I. Com-
parison of the illumination by laser light (above) and by standard light (below).

In the upper diagram, the synchronized measurements are investigated using the laser

of the PIV-system as illumination source. The black curve represents the displacements

∆z in z-direction of the wing system. The oscillations proceed in the form of waves,

which is already known as the effect of the beat. The mean value of the amplitude is

found at rms(∆ z) ≈ 7 mm. Here the root mean square value (rms) is applied on the

amplitudes due to the fact that the oscillation proceeds across z = 0 mm, which is the

classical mean value here. Therefore, the rms-value is suitable for a further comparison
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of mean amplitude ratios or relative mean errors. The red curve, which represents the

uncertainty of this measurement, oscillates along its mean value of ∆z̃ ≈ 3.2µm, while the

deviation is limited to ∆z̃ = ∆z̃ ± 0.2µm. The relative mean error can be calculated as

∆z̃/rms(∆z)·100 % = 0.046 %. The maximum uncertainty with max(∆z̃) = 3.5µm can be

seen at t = 0.1 s and t = 0.2 s, respectively. At these instants of time, the z-displacements

of the free-oscillation reach their minimum values. Furthermore, it is globally noticeable

that the uncertainty values are evenly distributed along the recording time. Thus, the

PIV-laser seems to deliver a constant light intensity of the illuminated speckle pattern,

which is minimally effected by the movement position of the wing system. It can be

evaluated as satisfactory for the operation of the synchronized DIC-method. In the lower

diagram of Fig. 5.18, the complementary investigations are shown for the unsynchronized

method using standard light as illumination source. The uncertainty distribution has a

mean value of ∆z̃ ≈ 2.8µm with the upper and lower limit of ∆z̃ = ∆z̃ ± 0.2µm. With

the rms value of the amplitude of the z-displacements rms(∆z) ≈ 4 mm, the relative mean

error results in ∆z̃/rms(∆z) · 100 % = 0.07 % which is higher than for the synchronized

measurements. Furthermore, the uncertainty distribution seems to be dependent on the

z-displacements. Thus, the oscillations of the uncertainty are increased in the regions of

higher displacement amplitudes. By looking at the local maxima at t = 0.95 s, t = 1.0 s

and t = 1.1 s with similar uncertainty values of ∆z̃ ≈ 3.0µm, it is remarkable that the

peaks are located at the zero crossing of the measured displacements in z. These are the

time points of the highest temporal alteration rate in which the wing system has maximum

speed. A possible explanation is that the intensity of illumination by the standard light

source is fluctuating there, which may lead to undesirable blurring effects of the rapid

wing movement.

Moving further to the evaluation of the measurement reliability at higher fluid flows,

three different types of illumination are depicted in Fig. 5.19 examined on the example

of the flutter phenomenon of case I considering two periods of oscillation. Figure 5.19(a)

shows the illumination of the dynamic wing system with a standard light source for the

unsynchronized measurements. The red curve depicts the measurement of the two os-

cillation periods of flutter with an amplitude of ∆z = 5.5 mm with the rms-value of

rms(∆z) = ∆z/
√

2 = 3.889 mm, assuming a zero-crossing sine wave function. The black

curve shows the accompanied uncertainty with a mean value of ∆z̃ = 2.5µm which is

evenly distributed along the recording time. The relative mean error according to the rms-

value of the black curve results in ∆z̃/rms(∆z)·100 % = 0.064%, which shows that the un-

synchronized illumination source delivers sufficiently accurate measurement results. Com-

plementary to the findings of the standard illumination, Fig 5.19(b) presents the results of

the synchronized method using the PIV-laser as illumination source. The synchronization
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(a) Unsynchronized DIC: Standard light illumination.
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(b) Synchronized DIC: Laser with a pulse rate of 500 pps at the camera frame rate of 500 fps.
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(c) Unsynchronized DIC: Laser with a pulse rate of 700 pps at the camera frame rate of 500 fps.

Figure 5.19: DIC-measurement results and uncertainties of ∆z for two cycles of the flutter phe-
nomenon analysis of case I. Comparison of the illumination by standard light and
by laser light with synchronized and unsynchronized pulse rates.

95



CHAPTER 5. MEASUREMENT RESULTS AND EVALUATION

is characterized by the fact that the laser pulse repetition rate is the same as the frame

rate of the DIC-camera, here with 500 pps (pulses per second) and 500 fps (frames per

second), respectively. The amplitude of the blue curve is identical according to the former

value of standard light. The mean measurement uncertainty of the black curve is deter-

mined as ∆z̃ = 4µm leading to a relative mean error of ∆z̃/rms(∆z) · 100 % = 0.103 %.

This is slightly higher compared to the unsynchronized method, but still in the same or-

der of magnitude and sufficiently small. Thus, the synchronized method delivers reliable

measurement results for the flutter case. Finally, the illumination by the PIV-laser is

used in an unsynchronized way in order to investigate the influence of insufficient syn-

chronization on the DIC-measurements. For this purpose, the laser pulse repetition rate

is set to 700 pps and therefore differs from the camera frame rate of 500 fps. Although

Fig. 5.19(c) shows the qualitative characteristic of the flutter oscillation with the same

displacement amplitude as in the former results, the measurement uncertainties are not

evenly distributed, but instead, fluctuate in the limits of 7µm ≤ ∆z̃ ≤ 9µm with a mean

value of ∆z̃ = 7.5µm leading to a relative mean error of ∆z̃/rms(∆z) · 100% = 0.193%.

This varying uncertainty is caused by the camera capturing the lambency of the laser.

The higher-frequent laser pulses generate strongly varying illumination conditions for the

image acquisition by the camera, which is rather unfavorable.

5.3 PIV measurements

The following section contains the unsteady wake flow analysis by the PIV measure-

ments. Using the example of the flow at the Reynolds number of Rec = 2.39× 104, the

adjusted fluid velocity is sufficiently high compared with the flutter case, so that unsteady

phenomena like the development and convection of vortices can be observed in the wake.

In addition, the captured images show high-resolution properties without blurring effects.

Out of the image data, fluid-mechanical parameter are calculated. In an analogous man-

ner, this is done for the other Reynolds numbers as well. Finally, point-wise extractions

are taken from the HS-PIV-measurements in the wake, comparing the results (FFT of the

velocity oscillations in time) with the previously published CTA measurements results by

Wood et al. [23]. Furthermore, a relation to the structural heave and pitch motion of DIC

is presented by opposing the time histories and corresponding frequencies.

5.3.1 Unsteady wake flow analysis of case I at Rec = 2.39× 104

Beginning with the analysis of the unsteady wake flow, Fig. 5.20 shows a time sequence

of images at the freestream velocity of U∞ = 3.56 m/s corresponding to Rec = 2.39× 104,
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where the detachment and convection of several vortices is visible. The geometry of the

observed wake region has the dimensions [x× z] = [170 mm× 80 mm], while the diagrams

are normalized by the chord length c = 100 mm of the NACA-0012 airfoil. The trailing

edge at zero angle of attack forms the geometric offset [x, y] = [0, 0] of the coordinate

system of the velocity field. The vertical black line in each image indicates the position of

the trailing edge of the airfoil. For the velocity field of the dimensionless component w/U∞

a resolution of 16× 16 px is chosen for each interrogation window (IW) of the grid for the

PIV-processing algorithm. During the recording time, the airfoil experiences only small

amplitude oscillations (SAO), which are assumed in [23] to be the effect of the laminar

separation of the boundary layer occuring successively at the upper and lower surface of

the airfoil. Here, the generation of several vortices can be seen by the alternating negative

(blue, w/U∞ = −0.10) and positive (red, w/U∞ = +0.15) velocity regions. Exemplarily,

the development and convection of a vortex is followed within the image sequence, which

can be noticed by the dashed black square in each snapshot. In Fig. 5.21 the distance

between the trailing edge and the dashed square is plotted over the convection time of

the traced vortex. There are twice as much data points included in the plot, compared

with the image sequence showing the wake flow of the observed vortex: Sufficiently for

the visualization purpose of convection, every second data point is presented in Fig. 5.20

as a snapshot of the wake. Exceptionally, Fig. 5.20(b) with t = t0 +∆t is added due to the

presentation of the vortex development nearby the trailing edge. With the data points

in Fig. 5.21, it is possible to calculate several characteristic parameters. Beginning with

the vortex convection velocity, a linear regression reveals the relation between the vortex

position and the proceeding time in the form of:

xv(t) = 3.184
m

s
· t− 0.0009391 m . (5.1)

Thus, the vortex convection velocity is estimated by the slope of the linear regression of

xv(t) with Ucv = dxv/dt = 3.184 m/s, which is slightly decreased compared to the free-

stream velocity of U∞ = 3.56 m/s.

Furthermore, it is of interest to determine the vortex shedding frequency from the HS-

PIV-data. The approximate analysis method, which has been developed within this thesis,

is introduced schematically in Fig. 5.22: There are four main eddies observed in the wake

flow region. The distance of eddy 4 to the trailing edge is declared as ∆stot, while the

distance in between each eddy is ∆s. It is the mean convection length of a vortex until

the following one is generated. It can be calculated by:

∆s =
∆stot

nEddy

. (5.2)
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Figure 5.20: Case I: Time series of vortex shedding in the wake flow visualized by w/U∞ at
U∞ = 3.56 m/s (Rec = 2.39× 104) with the time step ∆t = 0.002 s.
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Figure 5.21: xv-t-diagram as a linear regression across the positions of the traced shedding vortex
during several instants in time. The distance xv is measured from the trailing edge
of the airfoil.
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Figure 5.22: Principle of vortex shedding frequency calculation.
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nEddy is the number of vortices with the last one included (eddy 4 in Fig. 5.22), that has

the total distance ∆stot to the trailing edge. Exemplarily according to Fig. 5.20(j), which

is the 17th data-point with t = t0 + 16 ∆t in Fig. 5.21, it yields that

∆s =
∆stot(t0 + 16 ∆t)

nEddy(t0 + 16 ∆t)
=

0.101 m

4
= 0.02525 m . (5.3)

Corresponding to the mean distance ∆s, it can be stated that the proceeding time of a

vortex is the vortex shedding period T , until a following one is generated. The vortex

shedding frequency f is the reciprocal value of T . The fraction can be expanded by ∆s

and rewritten with Ucv = ∆s/T as follows:

f =
1

T
=

∆s

∆s · T
=
Ucv

∆s
. (5.4)

With these parameters, the dimensionless Strouhal 1 number can be calculated to charac-

terize the unsteady wake flow and vortex shedding process. Mathematically it is defined

by

Sr =
f · L
U∞

, (5.5)

with the diameter or thickness L of an obstacle. According to the NACA-0012 airfoil, it

is the maximum profile thickness, which results in 12% of the chord length c = 0.1 m:

L = 0.12 · c = 0.012 m . (5.6)

Inserting Eqs. (5.6) and (5.4), the Strouhal number of Eq. (5.5) can be transformed in

the current case as follows:

Sr =
Ucv

U∞
· 0.12 · c

∆s
. (5.7)

Obviously, there is a relation between the vortex convection velocity and the upstream

fluid velocity, as well as the profile thickness and the vortex shedding distance. For this

exemplary case, the Strouhal number results in

Sr =
Ucv

U∞
· 0.12 · c

∆s
=

3.184 m
s

3.56 m
s

· 0.012 m

0.02525 m
= 0.4251 . (5.8)

This Strouhal number is similar to the result of the CTA-measurements of Wood et al. [23]

with Sr = 0.48 at Rec = 3.06 × 104, where it is deduced to occuring flow instabilities in

the wake, such as the shear layer roll-up with local velocity gradients nearby the trailing

edge. It is a consequence of the laminar separation of the boundary layer, alternating

1Vincent Strouhal. Czech experimental physicist (10 April 1850 Seč - 26 January 1922 Prague).
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at the upper and lower surface of the airfoil. To summarize this section, it is possi-

ble to calculate dimensionless fluid-mechanic parameters like the Strouhal number out

of the spatio-temporal HS-PIV velocity measurements, which are exemplarily shown in

the image sequence for the velocity component w/U∞ in Fig. 5.20. Several vortices can

be distinguished well by the alternating increased and decreased velocity regions, while

their positions can be traced during the proceeding time. Thus, the High-Speed PIV-

measurements are qualified for this purpose of visualization offering a precise, temporal

resolution with a camera frame rate of 500 fps.

5.3.2 Characteristic parameters in the wake flow at several free-

stream velocities

The exemplary calculation of the Strouhal number has been extended for the free-

stream flow velocities in the range of 1.443 m/s ≤ U∞ ≤ 5.665 m/s. The airfoil’s angle of

attack is held at α ≈ 0◦ and the position at z = 0 mm to observe the pure flow instability

in the wake without the influence of structural motion. The results for the Strouhal

numbers as well as the intermediate results (Ucv, ∆s, f) are presented in Tab. 5.3 for case

I and in Tab. 5.4 for case III, respectively. In Fig. 5.23, the Strouhal numbers are plotted

over the corresponding Reynolds number, while the data points are connected linearly.

Table 5.3: Case I: Vortex shedding frequency and Strouhal number for different free-stream flow
velocities generated by the rotation rate n of the air blower.

n [rpm] Rec [×104] U∞ [m/s] Ucv [m/s] ∆s [m] L [m] f [Hz] Sr [−]

116 0.966 1.443 1.372 0.01829 0.012 75.01 0.6237

166 1.65 2.453 2.057 0.01712 0.012 120.1 0.5876

221 2.39 3.560 3.184 0.02525 0.012 126.1 0.4251

270 3.06 4.554 3.814 0.01709 0.012 223.2 0.5882

325 3.60 5.665 4.611 0.01133 0.012 407.0 0.8622

Table 5.4: Case III: Vortex shedding frequency and Strouhal number for different free-stream
flow velocities generated by the rotation rate n of the air blower.

n [rpm] Rec [×104] U∞ [m/s] Ucv [m/s] ∆s [m] L [m] f [Hz] Sr [−]

116 0.966 1.443 1.363 0.01848 0.012 73.78 0.6134

166 1.65 2.453 2.204 0.02420 0.012 91.09 0.4456

221 2.39 3.560 3.202 0.02009 0.012 159.4 0.5366

270 3.06 4.554 4.011 0.02059 0.012 194.8 0.5132

325 3.60 5.665 4.718 0.01887 0.012 250.0 0.5296
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Figure 5.23: Strouhal number development at various Reynolds numbers for case I and III.
Discrete data points are connected by linear lines.

In case I (red curve), the Strouhal number begins with Sr = 0.6237 at Re = 9.66 × 103.

After exceeding a local maximum at Re = 1.25×104, it decreases with the increasing fluid

velocity and reaches the global minimum with Sr = 0.4251 at Re = 2.39 × 104, which is

identical with Eq. (5.8). However, the Strouhal number is increasing up to Sr = 0.8622

at the Reynolds number of Re = 3.60 × 104, which is the flutter case. For case III (blue

curve), the Strouhal number begins at Sr = 0.6134 at Re = 9.66× 103, which is similar to

case I. The global minimum with Sr ≈ 0.43 at Re = 1.5 × 104 is reached faster. Then it

increases until it levels off to Sr = 0.5296 at Re = 3.60×104, which is lower than in case I.

It can be explained by the fact that the center of gravity is shifted backwards in case III,

stabilizing the airfoil. However, it can be expected that the Strouhal number increases

for higher Reynolds numbers in both cases, causing stronger structural oscillations and

flow instabilities of higher frequency. At this point it may be mentioned that the results

are calculated from the instationary observation of the vortex convection in the wake by

HS-PIV. For each Reynolds number, one PIV-measurement was executed. Due to the

fact that there are no replication measurements, which means an expenditure of time

and storage capacity, statistical deviations can occur within the results. Nevertheless,

a comparability with the results in [23] is given and can be seen also in the following

subsections.
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5.3.3 Frequency spectra in the wake flow at several free-stream

velocities

In this part, the fluctuations of the velocity field in the wake region are discussed for

a defined monitoring point based on the high-speed PIV-measurements. This point-wise

fluid analysis is compared with the point-wise structural analysis of the DIC- and with

the CTA-measurements, which have been published by Wood et al. [23]. It is of interest

to find out, if similar frequencies can be observed in the PIV-measurements and which of

them are mainly influencing the oscillations or the flow instability. To give a brief overview

of all monitoring points, Fig. 5.24 depicts the locations of DIC, PIV and CTA [23]: The

DIC monitoring point is located on the upper surface of the airfoil, which has a distance of

x = 0.07 m to the leading edge for case I or x = 0.02 m for case III, respectively, measuring

the displacements in z-direction. The PIV monitoring point is positioned at x = 0.15 m

from the leading edge measuring the velocity fluctuations in horizontal direction u and

vertical direction w in [m/s]. The CTA-sensor [23] is located one chord length from the

trailing edge, in other words at x = 0.2 m revealing the averaged power spectral density

of the fluid fluctuations in the wake of the airfoil.
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Figure 5.24: Position of the monitoring points for all measurement series (DIC: disp z of case
I/III, PIV: vel. u and vel. w, CTA-sensor [23]).

5.3.3.1 Case I

The point-wise PIV-measurements for case I are depicted in Fig. 5.25 up to Fig. 5.31

for the known free-stream velocity range 1.443 m/s ≤ U∞ ≤ 5.665 m/s. There are time

histories and FFT-plots of the fluid velocity component u (red curve, above) as well as w

(blue curve, below).

Beginning with Fig. 5.25 the rotation rate of the blower in the wind tunnel is adjusted to

n = 116 rpm, so the free-stream velocity is U∞ = 1.443 m/s. A first impression is given by
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the time histories. Especially for the vertical velocity component w, the characteristic of

the curve is associated with the time history of the structure measured by DIC depicted

in Fig. 5.7 showing the damped oscillation and the beat phenomenon. Considering the

FFT-plots, the velocity component u shows a main frequency peak at fu = 8.43 Hz. This

frequency is also visible in the FFT-plot of the velocity component w. Comparing with

the corresponding DIC-measurements, this is very similar to the pitch-frequency of the

oscillating structure, which is fα = 8.467 Hz for the unsynchronized and fα = 8.504 Hz for

the synchronized DIC-measurements. It is comprehensible that it is a rotational move-

ment including displacements in x- and z-direction. This has an impact on both of the

velocity components u and w in the wake. Furthermore, the heave frequency of the

DIC-measurements relates to the pure displacement in the vertical z-direction, which

is fh = 7.487 Hz for the unsynchronized and fh = 7.504 Hz for the synchronized DIC-

measurements. It matches the first frequency of fw,1 = 7.41 Hz in the FFT-plot of the

vertical velocity component w. Regarding the graph of both FFT-plots, the course of the

curve at higher frequencies shows a turbulent decay effect. The background of this lays in

the oscillating airfoil structure, which causes several high-frequency local velocity fluctu-

ations in different directions that are captured point-wise by the monitoring point in the

wake. The FFT results in many high-frequency and tightly neighbored peaks. Especially

in the FFT-plot of the w-component, there are two higher frequencies pointing out of

the blurring curve with fw,3 = 98 Hz and a duplicate one with fw,4 = 196 Hz. These are

usually indications for flow instabilities, i.e., a shear layer roll-up in the wake, as explained

by Wood et al. [23].
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Figure 5.25: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case I, n = 116 rpm, U∞ = 1.443 m/s, Rec = 9.66× 103.
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Continuing with Fig. 5.26 with the free-stream velocity U∞ = 2.46 m/s (n = 166 rpm),

the time history of the velocity component w has similar characteristics as the DIC-

measurements in Fig. 5.8 showing the temporal oscillation of the structure in z-direction

(damping, beat). The FFT of the velocity components u and w contain again the pitch-

frequency of fu = fw,2 = 8.43 Hz, which is nearly equivalent to the unsynchronized DIC-

measurement with fα = 8.378 Hz and to the synchronized one with fα = 8.254 Hz, re-

spectively. Furthermore, the heave frequency, which is fh = 7.487 Hz (unsynchronized

DIC) and fh = 7.504 Hz (synchronized DIC), is present in the FFT of the vertical velocity

component w with fw,1 = 7.41 Hz. Additionally, in the high-frequency course of the curve

a peak at fw,3 = 131 Hz is observed, which is matching approximately with the vortex

shedding frequency in Tab. 5.3 with f(n = 166 rpm) = 120.1 Hz.
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Figure 5.26: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case I, n = 166 rpm, U∞ = 2.46 m/s, Rec = 1.65× 104.

Going on with Fig. 5.27 with the free-stream velocity U∞ = 3.56 m/s (n = 221 rpm), the

time histories are rather difficult to compare with the corresponding structural oscillations

of the DIC-measurements in Fig. 5.9. However, the FFT-plots give information about the

main frequencies. Like in the former investigations, the pitch frequencies of DIC with

fα = 8.2 Hz (unsynchronized) and fα = 8.254 Hz (synchronized) are represented as fre-

quency peaks in the FFT-plots of the u- and w-velocity component fu,2 = fw,1 = 8.27 Hz.

The heave frequency peak in the FFT of the DIC-measurements with fh = 7.398 Hz (un-

synchronized) and fh = 7.254 Hz (synchronized) is strongly decreased. Remarkable here

is that it appears in the FFT of the horizontal velocity component u with fu,1 = 7.27 Hz.

The frequency peak is also strongly decreased. In the FFT-plot of the w-component, a

much smaller peak at this specific frequency is also visible. It can be assumed that because
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of the increased free-stream velocity the vertical heave motion of the structure has an im-

pact on both velocity components in the wake. Additionally, in the high-frequency range

of the FFT, the turbulent decay is visible. The separated flows are sent out in several

directions of the wake as a trace of the trailing edge of the airfoil. Due to the fact that

the PIV-measurement is done at a fixed point in the wake, which is not moving with the

airfoil it leads to the blurring effect in the FFT. Nevertheless, there are two frequencies

highlighted, fu,3 = 154 Hz and fw,2 = 121 Hz. The second one is nearly identical to the

calculated frequency in Tab. 5.3 with f(n = 221 rpm) = 126.1 Hz, which is characteristic

for the shear layer roll-up in the wake.
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Figure 5.27: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case I, n = 221 rpm, U∞ = 3.56 m/s, Rec = 2.39× 104.

Before discussing the characteristics of Fig. 5.29 with the free-stream velocity of U∞ =

4.56 m/s (n = 270 rpm), it may be indicated to take a look at the data of Wood et al. [23]

containing point-wise hot-film CTA-measurements in the wake flow. This has been re-

alized by applying the Constant Temperature Anemometer (CTA), which is located at

[x, z] = [200, 0] mm and has the sampling rate of 2000 Hz and the recording time span of

500 s. In the post-processing the temporal fluctuations of the fluid velocity are transformed

into a power spectral density plot, which reveals the characteristic frequencies. The dia-

grams can be seen in Fig. 5.28: In Fig. 5.28(b), the CTA-measurement is done for the rigid

airfoil, which does not allow any pitch or heave motion of the structure. Looking at this

PSD-diagram, there is a frequency peak at fCTA,CV = 183 Hz and higher harmonic ones.

From the perspective that the airfoil does not move here, these frequencies can be related

only to the flow instabilities that are generated by the shear layer rolling up behind the

trailing edge of the airfoil, i.e., the shedding of vortices in the wake. In Fig. 5.28(a) it can
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Figure 5.28: CTA measurements of the LAO phenomenon for case I by Wood et al. [23].
Monitoring point location [x, z] = [200, 0] mm, n = 270 rpm, U∞ = 4.55 m/s,
Rec = 3.06× 104.

be seen that these high frequencies are still visible, unfortunately there appears the already

known blurring effect. As already mentioned, this can be deduced to the motion of the air-

foil, which has a blurring impact on the CTA-measurement, disturbing the pure flow insta-

bility oscillations as in the rigid airfoil case. However, in the lower frequency range, there is

one frequency peak clearly visible, which is fCTA,LCO = 7.8 Hz. It can be assumed that its

origin lays in the structural motion of the airfoil. The corresponding DIC-measurements

in Fig. 5.10 show a limit-cycle-oscillation (LCO) with a frequency of fDIC,LCO = 8.111 Hz

and a strongly damped heave peak at fh = 7.487 Hz for the unsynchronized method.

The synchronized method delivers one LCO-frequency at fDIC,LCO = 8.004 Hz. Com-

paring these results to the point-wise measurements of the velocity components u and

w in Fig. 5.29, both time histories show a constant large amplitude oscillation (LAO).

Both FFT-plots contain the LCO-frequency at fu,1 = fw,2 = 8.14 Hz. The w-component

has also a strongly damped frequency at fw,1 = 7.24 Hz, which is similar to the strongly

damped heave frequency fh mentioned above for the unsynchronized DIC method. Fur-

thermore, in the higher frequency range the blurring effect is increased in both FFT-plots:

The u-component shows a frequency peak of fu,2 = 182 Hz, while the w-component shows

one at fw,3 = 149 Hz. Remarkable here is that the frequency of the streamwise velocity

component u is confirmed by fCTA,CV = 183 Hz of the CTA-measurement, which stands

for the pure shear layer roll-up.
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Figure 5.29: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case I, n = 270 rpm, U∞ = 4.55 m/s, Rec = 3.06× 104.

Before concluding with the analysis of Fig. 5.31, the corresponding CTA-results of Wood

et al. [23] in Fig. 5.30 are focused. The measuring location stays the same as for the LAO

case. The free-stream velocity is adjusted to Re = 3.60 × 104. In Fig. 5.30(b), the flow

instability due to the roll-up of the shear layer behind the trailing edge of the airfoil is

characterized by the frequency fCTA,CV = 222 Hz and higher harmonics. Removing the
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Figure 5.30: CTA measurements of the flutter phenomenon for case I by Wood et al. [23]. Mon-
itoring point location [x, z] = [200, 0] mm. U∞ = 5.665 m/s, Re = 3.60× 104.
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motion blocking, Fig. 5.30(a) shows the expected blurring effect. There is no frequency

peak visible in the region between 102 Hz and 103 Hz. The reason is the flutter motion

with highly increased amplitudes of the airfoil, causing flow instabilities in the wake region.

The fixed point-wise CTA-measurements denote high-frequent velocity fluctuations. At

the lower frequency range of Fig. 5.30(a), one first peak with fCTA,flutter = 7.8 Hz identical

to fCTA,LCO from Fig. 5.28(a) is found. This frequency is representative for the structural

flutter motion of the airfoil, which has an impact on the fluid flow oscillations in the wake.

In the DIC-measurements of Fig. 5.17, there are structural flutter frequencies analyzed at

fDIC,flutter = 7.932 Hz (unsynchronized) and fDIC,flutter = 8.004 Hz (synchronized), which

are very similar to fCTA,flutter of the CTA-measurement. Now, comparing these results

with the point-wise PIV-measurements for the velocity components u and w in Fig. 5.31

with U∞ = 5.665 m/s (n = 325 rpm), the blurring effect in the higher frequency range

confirms the CTA-result of Fig. 5.30(a). However, the structural flutter frequency of the

airfoil is visible in both FFT-plots with fu = fw = 7.79 Hz. This identical result for u

and w is comprehensible since the flutter frequency is a merging of the former separated

heave and pitch frequencies. Thus, it contains horizontal as well as vertical displacements,

which influences the horizontal and vertical velocity components in the wake flow in an

equal manner.
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Figure 5.31: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case I, n = 325 rpm, U∞ = 5.665 m/s, Rec = 3.60× 104.
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5.3.3.2 Case III

Complementary to case I, the point-wise PIV-measurements are recorded for case III

in Fig. 5.32 up to Fig. 5.37 in the identical free-stream velocity range. Again, the time-

and FFT-plots are shown for the fluid velocity component u (red curve, above) as well as

w (blue, below).

Starting with Fig. 5.32 with the free-stream velocity of U∞ = 1.443 m/s (Rec = 9.66×103),

the time histories are difficult to compare with the corresponding DIC-measurement re-

sults of Fig. 5.13 according to the damping and beat phenomena. Nevertheless, the FFT-

plots reveal the main frequencies of the oscillations in the fluid. In the lower frequency

range, there are two dominating peaks visible for the velocity component w, from which

the second frequency appears also at the velocity component u, with fw,1 = 6.65 Hz and

fw,2 = fu,1 = 8.72 Hz. In comparison with the FFT-results of the DIC-measurement in

Fig. 5.13(b), fw,1 is close to the structural heave frequency of fh = 6.753 Hz (synchro-

nized) and fh = 6.774 Hz (unsynchronized). Since the pitch oscillation of the airfoil is of

rotational kind with fα = 8.754 Hz (synchronized) and fα = 8.734 Hz (unsynchonized),

the pitch frequency fα has an impact on the vertical and horizontal fluid velocity oscilla-

tions with fw,2 = fu,1. In the higher frequency range of w, although the turbulent decay

process is present, one frequency of fw,3 = 115 Hz is still observable, assuming the flow

instability due to the shear layer roll-up in the wake.
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Figure 5.32: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case III, n = 116 rpm, U∞ = 1.443 m/s, Rec = 9.66× 103.

Going on with Fig. 5.33 with U∞ = 2.46 m/s (Rec = 1.65 × 104), the time history oscil-

lations of u and w exhibit velocity fluctuations, which are difficult to compare with the
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DIC-measurements of Fig. 5.14. However, it is remarkable that the FFT-plots reveal two

identical frequency peaks for both velocity components. The first frequency of u and w

with fu,1 = fw,1 = 6.85 Hz can be assigned to the heave frequency of the DIC-results

in Fig. 5.14(b) with fh = 6.753 Hz (synchronized) and fh = 6.684 Hz (unsynchronized).

The second frequency of u and w with fu,2 = fw,2 = 8.60 Hz is influenced by the pitch

frequency of the DIC-results with fα = 8.504 Hz (synchronized) and fα = 8.645 Hz (un-

synchronized). The higher frequency range denotes again a turbulent decay process, which

though reveals two significant frequencies at fw,3 = 128 Hz and fw,4 = 167 Hz which can

be related again to the flow instabilities.
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Figure 5.33: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case III, n = 166 rpm, U∞ = 2.46 m/s, Rec = 1.65× 104.

Moving on with Fig. 5.34 with U∞ = 3.56 m/s (Rec = 2.39×104), both time histories show

an almost regular oscillation starting at t = 1.5 s with high-frequency contents, while the

magnitude of the horizontal velocity component is dominating with u = (3.2 ± 0.5) m/s

and the vertical velocity component is at w = (0.3±0.7) m/s. Considering the FFT-plots,

as for the former set flow velocity, the first and second frequency peaks are visible for u

as well as for w with fu,1 = fw,1 = 6.74 Hz and fu,2 = fw,2 = 8.56 Hz, which correspond

to the DIC-results of Fig. 5.15. The heave frequencies fh = 6.753 Hz (synchronized)

and fh = 6.774 Hz (unsynchronized) are similar to fu,1 and fw,1. The pitch frequencies

fα = 8.504 Hz (synchronized) and fα = 8.556 Hz (unsynchronized) are similar to fu,2 and

fw,2, respectively. From the turbulent decay process in the higher frequencies, two signif-

icant frequencies at fu,3 = fw,3 = 128 Hz and fu,4 = fw,4 = 238 Hz can be observed for u

and w due to the flow instabilities.
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Figure 5.34: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case III, n = 221 rpm, U∞ = 3.56 m/s, Rec = 2.39× 104.

In Fig. 5.35 with U∞ = 4.56 m/s Rec = 3.06× 104, both time histories show regular oscil-

lations starting at t = 1.0 s with lower-frequency contents, while the magnitudes slightly

increased compared to the former case with u = (4.25±0.25) m/s and w = (0.4±0.2) m/s.

Regarding the FFT-plots, again, the first and second frequency peaks are visible for u as

well as for w with fu,1 = fw,1 = 6.64 Hz and fu,2 = fw,2 = 8.27 Hz, which can be related to

the DIC-results of Fig. 5.16. While the heave frequency peak of the synchronized method

is strongly damped at fh = 7.004 Hz, the unsychronized one at fh = 6.774 Hz is compara-

ble to fu,1 and fw,1. The pitch frequency fα = 8.254 Hz (synchronized) and fα = 8.289 Hz

(unsynchronized) coincide with fu,2 and fw,2, respectively. In the higher frequency range,

one significant frequency at fu,3 = fw,3 = 170 Hz can be observed and compared to the

calculated vortex detachment frequency f(n = 270 rpm) = 194.8 Hz listed in Tab. 5.4.

Finally, before presenting the results for the flutter phenomenon, CTA-measurements by

Wood et al. [23] are discussed in the wake at the flutter velocity of Re = 3.39× 104, from

which the PSD-results are depicted in Fig. 5.36. Considering the case of the rigid airfoil in

Fig. 5.36(b), which is bound in the heave and pitch DOF with a fixed pitch angle of α = 0◦,

there are several peaks measured in the higher frequency range at fCTA,rigid = 208 Hz and

multiple higher harmonics. The calculated Strouhal number of Sr = 0.49 is similar to the

currently calculated result of Sr = 0.5296 listed in Tab. 5.4. Those higher frequencies can

be related to the shear-layer instability originating from the detachment of the boundary

layer from the trailing edge. In contrast, Fig. 5.36(a) shows the results in the wake for

the case of the oscillating airfoil. Here, the higher frequency peaks vanish, due to the

fact that the airfoil is able to move and the flow instabilities can not develop continuously
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Figure 5.35: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case III, n = 270 rpm, U∞ = 4.56 m/s, Rec = 3.06× 104.

in the direction of the the fixed CTA-probe like in the case of the rigid airfoil. Instead,

the shear layer adapts with the airfoil motion, causing a blurring effect in the point-wise

CTA-measurement results. However, in the lower frequency range, there are frequency

peaks of similar harmonics visible. The first one is at fCTA,oscillate = 7.8 Hz, which can

be deduced from the flutter frequency of the oscillating wing system: The correspondent

DIC-measurements of Fig. 5.17 reveal the flutter frequencies fDIC,flutter = 8.004 Hz (syn-

chronized) and fDIC,flutter = 8.111 Hz (unsynchronized).

Now, focussing on the point-wise PIV-measurements in the wake with U∞ = 5.665 m/s

(Rec = 3.60 × 104), Fig. 5.37 shows for the velocity components u and w regular os-

cillations in the time histories with u = (4.5 ± 1.0) m/s and w = (0.1 ± 1) m/s. The

FFT-plots reveal the expected blurring effect in the higher frequency range as for the

CTA-measurements [23]. Looking at the lower frequency range, there is one frequency

visible at fu = fw = 8.02 Hz which is the dominating frequency of the oscillations in

the time history for u and w and conforms to the flutter frequencies determined by DIC,

mentioned above. To conclude, the flutter movement of the airfoil influences entirely the

measured velocity fluctuations in vertical and horizontal direction, here.
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Figure 5.36: CTA measurements of the flutter phenomenon for case III by Wood et al. [23].
Monitoring point location [x, z] = [200, 0] mm, U∞ = 5.068 m/s, Re = 3.39× 104.
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Figure 5.37: Oscillation of fluid velocity components u (above) and w (below) recorded at a fixed
wake monitoring point [x, z] = [150, 0] mm by high-speed PIV. Time and FFT-plots
of case III, n = 325 rpm, U∞ = 5.665 m/s, Rec = 3.60× 104.
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5.4 Synchronized PIV-DIC results

By the synchronization of PIV and DIC-measurements, it is experimentally possible

to investigate and describe the FSI precisely. For this purpose, there are some factors

that have to be considered: The illumination source for the fluid flow and the structure

deformation measurements is the PIV-laser with a pulse repetition rate of 500 pps. Thus,

for guaranteeing an equal light intensity for each captured image, the PIV-camera and the

DIC-cameras have the same frame rate of 500 fps. The post-processing of the synchronized

results shows some difficulties, as can be seen schematically in Fig. 5.38. The PIV-camera

is positioned and centered on the same height as the wing system at rest, resulting in a

2D-capturing of the mounted airfoil and the clamp (blue). The first difficulty is that the

front-view is enlarged compared to the real airfoil dimensions. This is due to the fact that

the PIV-calibration is done at half of the span length of the wing behind the front-view,

where the light sheet is located, which is the test section area for the current 2D-FSI

investigations. The physically real airfoil dimensions are determined by DIC, since the

upper airfoil line is extracted out of the surface measurements in the region of the light

sheet which is calibrated by DIC. Now, by comparing the size of the upper airfoil line

from DIC to the size of the blue front-view from PIV, it is a perspective fallacy that the

DIC profile seems to be scaled down. The second difficulty is the motion of the airfoil, i.e.,

at minimum heave position, the static PIV camera is not centered to the instantaneous

height of the airfoil anymore. As a consequence, the former 2D-airfoil shape is distorted

and a 3D-projection of the wing system is generated, focussing on the vanishing point of

the PIV-camera. According to the precise synchronization of the PIV and DIC data, the

DIC-profile line is superimposed and fitted on the enlarged PIV-front-view of airfoil, so

that the 2D-view of the wing contour is reconstructed within the velocity field.

In the following, the synchronized PIV-DIC measurements are presented for the flutter

phenomenon at Rec = 3.60 × 104. For one entire time period of a single oscillation with

a time span of T = 0.12 s, the motion of the wing is investigated as well as the 2D fluid

flow behavior: For this purpose, the dimensionless fluid velocity component u/U∞ in

streamwise direction and the vertical dimensionless fluid velocity component w/U∞ are

presented for case I and case III.

5.4.1 Investigation of case I

According to the synchronization of the DIC and PIV measurements, Figs. 5.40

and 5.42 depict the combined investigations on the structural motion of the airfoil with

the corresponding fluid flow fields u/U∞ and w/U∞. The test section has the dimensions

x/c = [−1.55; 1.1] and z/c = [−0.95; 0.95] related to the chord length c = 0.1 m of the
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Figure 5.38: Vanishing point projection by PIV with an enlarged front view of the airfoil (blue)
and a fitted DIC-surface line (red) of real size.

airfoil. Representing the characteristic flutter behavior, one period corresponds to the

temporal length T = 0.12 s and is depicted as 11 snapshots of the field of view. The

recording sequence of images starts at t0 and ends at t0 + 10∆t, which means that the

time step is ∆t = 0.012 s. Beginning with the structural motion of the airfoil, the image

content includes the upper side of the symmetric airfoil marked as a black curve: This

line element is extracted from the upper surface of the wing, measured by the 3D-DIC

technique. With the aid of two-point-measurements along this line element, the movement

is separated into heave and pitch. The principle is depicted in Fig. 5.39.
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Figure 5.39: Principle of separate calculations of heave and pitch from the displacements at two
points.
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From the difference of the displacements ∆z1−∆z2 of the two points P1 and P2, the pitch

angle can be calculated:

α = arcsin

(
∆z1 −∆z2

lx

)
. (5.9)

The elastic axis is the center of rotation located at x = lx/2 ≈ const related to the length

of the connection lever lx. Its vertical trace position contains mainly the information on

the heave displacement, which can be approximately calculated with two methods:

h ≈ ∆z1 −
lx
2
· tan(α) , (5.10a)

h ≈ ∆z2 +
lx
2
· tan(α) . (5.10b)

Regarding the results of these calculations, the graphs at the lower right of the image

sequence in Figs. 5.40(l) and 5.42(l) show the history of the heave and pitch oscillation

for every snapshot marked by the corresponding symbols, where the separated DOFs

oscillate sinusoidally and are separated by a phase shift angle of ϕ = 125◦. The markers

(red diamonds, blue circles) represent each of the 11 time steps with the associated heave

and pitch values. Comparing the oscillations with the previously published results, the

phase shift angles of ϕ = 149◦ (De Nayer et al. [15]) and ϕ = 137◦ (Wood et al. [23]) for

case I are similar to the current one. Furthermore, the heave and pitch amplitudes can be

seen in Tab. 5.5. They are of the same magnitude and confirm the previously published

results [15, 23]. The slight differences in the heave amplitudes can be explained by the

wearing of the heave springs during the measurement series.

Table 5.5: Comparison of two-point measurements: Previously published results [15, 23] and
current results of the heave and pitch oscillations and the phase angle shift for case I.

∆zh [mm] α [◦] ϕ [◦]

Case I (De Nayer et al. [15]) ±7.5 ± 11.5 149

Case I (Wood et al. [23]) ± 4.7 ± 14 137

Case I (present) ± 6.5 ± 14.5 125

Taking the fluid flow field into consideration, the driving mechanism for the airfoil motion

can be analyzed by the velocity characteristics. In Fig. 5.40, there are some regions which

are not processed by the PIV software due to insufficient resolution of the tracer droplets

in this region and thus are blanked out in white in the post-processing. Additionally,

the perspective effects mentioned in Fig. 5.38 are visible. The front-view of the airfoil

with the mounting clamp (blue area) is visualized enlarged, compared to the DIC-line
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Figure 5.40: Synchronized PIV-DIC for case I: Wing flutter motion and corresponding fluid flow
velocity component u/U∞ in a time period of [t0; t0 + 10∆t] with ∆t = 0.012 s.
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element (black) that is superimposed and fitted to the images. However, focussing on the

component u/U∞, it can be noticed that for the extreme values of the pitch motion in

Fig. 5.40(e) (minimum amplitude) (αmin = −14◦, z/cmin = −0.11) and 5.40(j) (maximum

amplitude) (αmax = 15◦, (z/c)max = −0.15) the local velocity is increased on the lower

side of the airfoil or on the upper one, respectively, which means that the fluid is strongly

accelerated along the curved surface of the wing. Assuming potential theory in this

region, it can be deduced that the local pressure behaves reversely to the local velocity.

A practical device for proving is the dimensionless pressure coefficient cp, which considers

the difference of the local pressure p(x) and the surrounding far-field pressure p∞ to the

stagnation pressure2. It can be formulated as follows:

cp =
p(x, y, z)− p∞

ρ
2
U2
∞

= 1− u2 + v2 + w2

(U∞)2 , (5.11)

cp ≈ 1−
(
u

U∞

)2

, (5.12)

with the assumption that v/U∞ � 1 and w/U∞ � 1 due to the dominating velocity

component u/U∞ in free-stream direction. Exemplarily for Fig. 5.40(e), the top side

region of the airfoil reveals a mean velocity component of u/U∞ = 0.91 at x/c = −0.3,

z/c = +0.25, whereas the bottom side region shows that u/U∞ = 1.09 at x/c = −0.5,

z/c = −0.3. The pressure coefficients result in

ctop
p,(5.40(e)) = 1− 0.912 = 0.172 , (5.13a)

cbottom
p,(5.40(e)) = 1− 1.092 = −0.188 . (5.13b)

Thus, in the bottom part of the airfoil, a low pressure region exists and in the top part a

high pressure region, which confirms the potential theory in this region and furthermore

explains the downward lift force and heave motion in the following snapshots. This ten-

dency can also be seen by the negative slope of the tangent line at the inflection point

(phase angle ≈ 140◦) of the corresponding time history of the heave in Fig. 5.40(l). One

the other hand, the upward lift force and heave motion can be noticed in Fig. 5.40(j) by

ctop
p,(5.40(j))(x/c = −0.6, z/c = 0.2) = 1− 1.142 = −0.300 , (5.14a)

cbottom
p,(5.40(j))(x/c = −0.6, z/c = −0.5) = 1− 0.862 = 0.260 , (5.14b)

and the positive slope of the tangent line at the inflection point (phase angle ≈ 320◦)

of the corresponding time history of the heave in Fig. 5.40(l). For comparison, the

2according to https://www.mb.uni-siegen.de/lfst/lehre/dokumente/maschinenlabor.pdf
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schematic airfoil motion during one time period of oscillation is depicted in Fig 5.41

(De Nayer et al. [15]). The relation of lifting forces (red arrows) and heave directions

(black arrows) are shown. At the position of the maximum pitch angle, the heave motion

is directed upwards, which is observable in a positive slope at the tangent line of the

blue oscillation curve. Here, the lift force is also upwardly directed. This corresponds

well to the current findings. In the extreme heave positions of the airfoil, the lift force

is directed in the opposite direction, having a repressing impact on the dynamic system.

For example, at maximum heave position, the pitch angle of the airfoil is negative, which

induces a downwards directed lift force. Globally regarded, the flutter motion develops

by the positive work which is done by the lift force in cooperation with the direction of

heave.

direction of heave

direction of lift

Max pitch angle

u∞

Figure 5.41: Case I: Schematic airfoil motion during one time period of oscillation with the heave
(black arrow) and the lift force influence (red arrow) [15].

Characterizing the wake of the fluid flow behind the airfoil, a turbulent shear layer ap-

pears. This is remarkable in the images of extreme heave values or shortly before the

extrema of the pitch values, respectively. Figure 5.40(c) shows, among other things,

the contrast of the velocity fields in the wake along the imaginary extension of the

symmetry line of the airfoil: The increased local velocity field from the upper side

u/U∞ = 1.05 (x/c = 0.25, z/c = 0.2), which has been necessary for the upward heave

mechanism of the airfoil, is joined with the decreased velocity of the lower side u/U∞ =

0.82 (x/c = 0.25, z/c = −0.2). In the green colored intersection part with u/U∞ = 0.58

(x/c = 0.25, z/c = 0.1), the velocity is even more reduced than the adjoining ones. This

is a sign for a turbulent shear layer. Thus, it proceeds in the form of a curved trace of the
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trailing edge in the wake. In an analogous manner, Fig. 5.40(h) shows the reversed wake

phenomenon of the increased local velocity field u/U∞ = 1.03 (x/c = 0.4, z/c = −0.3)

from the lower side and the decreased field u/U∞ = 0.8 (x/c = 0.4, z/c = 0.1) from

the upper side, having caused the downward lift mechanism of the airfoil. According

to Fig. 5.40(l), it is the minimum of the heave oscillation curve. Nevertheless, con-

sidering the intersection part in the wake in Fig. 5.40(h), the velocity u/U∞ = 0.5

(x/c = 0.4, z/c = −0.1) is again decreased compared with the adjoining velocity fields.

Obviously in this turbulent shear layer a sequence of vortices is generated and builds an

oscillating trace behind the trailing edge, which can be distinguished in the velocity field

of the vertical component w/U∞ presented in the following.

Figure 5.42 depicts the image series of the vertical velocity distribution w/U∞. Due to the

fact that the flutter oscillation of the airfoil is very rapid in reaching high amplitudes, the

flow development is not as regular as for lower Reynolds numbers. Thus, the capturing

and visualization of vortices in the wake region is difficult to manage. However, the gener-

ation and shedding of vortices is mainly visible in those images taken at a short time after

the extreme values of the dominating pitch movement. In Fig. 5.42(l) the minimum pitch

appears at a phase angle of ϕ ≈ 125◦ while the maximum pitch is at ϕ ≈ 320◦. At these

extreme values, the instantaneous rate of change is zero, so the pitch angle of the airfoil

remains in this position for a while, and therefore, vortices can be captured that shed

for a certain distance from the trailing edge. In Fig. 5.42(k), after the pitch maximum

has been passed over, small vortices can be noticed by the fact that for each, there are

two alternating local neighbored velocity regions, either directed in positive (red) or in

negative (blue) direction. The vortex centers, positioned at x/c = 0.2, z/c = −0.1 and

x/c = 0.3, z/c = −0.2, are placed in between those velocity pairs and should be ideally

at w/U∞ = 0. In Fig. 5.42(a), which is periodically short after the former image, only

one large vortex is visible with the position of the center at x/c = 0.3, z/c = −0.1 which

is the last distinguishable one. Additionally in Fig. 5.42(j), before the maximum pitch

is reached and the vortex detaching happens, two locally increased velocity regions are

visible: First, at the leading edge of the airfoil, the fluid flow overcomes the stagnation

point and accelerates positively with w/U∞ = +0.25 at x/c = −1.05, z/c = 0.1 along the

upper side. Second, proceeding further in space, the fluid flow accelerates negatively with

w/U∞ = −0.23 (x/c = −0.15, z/c = −0.1), which is due to the angle of attack of the

airfoil and the downwards directed region of the trailing edge. This behavior of the fluid

flow is analogous to the velocity field of u/U∞ in Fig. 5.40(j), where the flow acceleration

leads to a low pressure region on the upper side.

Complementary, the pitch minimum is reached in Fig. 5.42(e). The fluid flow, proceed-

ing below the bottom airfoil line, shows a positive acceleration area with w/U∞ = +0.2
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Figure 5.42: Synchronized PIV-DIC for case I: Wing flutter motion and corresponding fluid flow
velocity component w/U∞ in a time period of [t0; t0 + 10∆t] with ∆t = 0.012 s.
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(red) at (x/c = 0, z/c = −0.15) along the upwards directed region of the trailing edge.

This results in a low pressure region, which is analogous to the velocity field of u/U∞ in

Fig. 5.40(e). Furthermore, in the wake region (x/c = [0.1; 0.8], z/c = [0; 0.3]) the velocity

fluctuations denote the generation of vortices, which are convected downstream. Finally

in Fig. 5.42(f), after the minimum pitch angle is overcome, the convection of the last

vortices becomes visible.

5.4.2 Investigation of Case III

In the following, the dynamic structure and fluid behavior of case III is investigated,

as depicted in Figs. 5.43 and 5.45. To begin with the structural characteristics, it can be

seen in Fig. 5.43(l) that the oscillation of heave and pitch are rather synchronous. From

a detailed perspective, the pitch precedes the heave motion with a phase shift angle of

ϕ = 23◦, which is in good agreement with the previously published results of De Nayer

et al. [15] (ϕ = 25◦) and Wood et al. [23] (ϕ = 25◦). The heave and pitch amplitude

values, ∆zh and α, are listed in Tab. 5.6. It is remarkable, that there are differences

in the amplitude values between the present results and the previously published ones.

The heave amplitude ∆zh is increased compared to the corresponding values of [15, 23],

which can be assigned to the wearing of the heave springs during the measurement series.

A further background can be in the removal and installation of the wing system that

there are slight differences in the preload forces connecting the mounting clamps with the

support frame. However, the present pitch amplitude α is close to the average of the

previously published values.

Table 5.6: Comparison of two-point measurements: Previously published results [15, 23] and
current results of heave-pitch oscillation and phase angle shift for case III.

∆zh [mm] α [◦] ϕ [◦]

Case III (De Nayer et al. [15]) ± 3 ± 25 25

Case III (Wood et al. [23]) ± 3.4 ± 8.5 25

Case III ± 8.6 ± 17.4 23

Considering the fluid characteristics, a slightly different behavior for case III than for

case I can be seen. The flutter instability of the airfoil is supported intensively by the

distribution of the local fluid velocity. At the extremal values of the heave and pitch

motion, the lift forces try to extend the structural oscillations. Fortunately, this can

be restricted by the heave and torsional springs for a certain level of the dynamic fluid

loading. According to Fig. 5.43(l), the pitch motion has its maximum at αmax = 19◦,

while the heave motion has nearly reached its maximum at (z/c)max = 0.17.
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Figure 5.43: Synchronized PIV-DIC case III: Wing flutter motion and corresponding fluid flow
velocity component u/U∞ in a time period of [t0; t0 + 10∆t] with ∆t = 0.012 s.
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According to Fig. 5.43(k), the dimensionless pressure coefficient cp in the region above

and below the airfoil can be calculated by:

ctop
p,5.43(k)(x/c = −0.45, z/c = 0.15) = 1− 1.122 = −0.2544 , (5.15a)

cbottom
p,5.43(k)(x/c = −0.45, z/c = −0.35) = 1− 0.842 = 0.2944 . (5.15b)

Obviously, due to the strong positive pitch angle of the airfoil, the fluid tends to acceler-

ate at its upper side and generates a low pressure region there, whereas the bottom side

reveals a high-pressure region with low flow velocities. So the adjusted surrounding fluid

flow leads to a further lift of the wing system. In Fig. 5.44, this finding is confirmed by

the extremal positions of the oscillation. At the maximum and minimum amplitudes of

the blue curve, the lift forces (red arrows) are directed further upwards and downwards,

respectively.

direction of oscillation
lift

Max pitch angle

u∞

Figure 5.44: Case III: Schematic airfoil motion during one time period of oscillation with the
heave (black arrow) and the lift force influence (red arrow) [15].

Thus, the fluid forces perform continuously positive work on the wing system, resulting in

a rapid growth of amplitudes. This can be declared as negative damping. Fortunately, the

structural leaf and torsional springs restrict the heave and pitch amplitudes during this

period of oscillation. However, the springs are limited in their stiffnesses and repressing

forces, so the oscillations at higher amplitudes should be avoided, if possible.

Complementary, looking at Fig. 5.43(f), the pitch and heave motion have their minimum

at αmin = −16◦ and (z/c)min = 0.001.
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The dimensionless pressure coefficient cp at the top and bottom side of the airfoil can

be calculated by:

ctop
p,5.43(f)(x/c = −0.4, z/c = 0.1) = 1− 0.842 = 0.2944 , (5.16a)

cbottom
p,5.43(f)(x/c = −0.5, z/c = −0.45) = 1− 1.092 = −0.1881 . (5.16b)

Again, the tendency that a lift force is still generated, here in the opposite direction

(downward), can be observed by the low pressure at the bottom side of the airfoil and the

high pressure on the upper side.

Discussing the wake of the fluid flow behind the airfoil, it is remarkable and in contrast

to case I that the turbulent shear layer is not proceeding sinusoidally in alignment with

the trailing edge. Instead, the flow starts to detach already on half of the chord length on

the upper side of the airfoil, which can be seen in Fig. 5.43(c) and Fig. 5.43(d) by slight

deceleration areas (green/blue) above the upper side. Thus, the local pressure is increased

in that region within the region of x/c = [−0.4, 0], z/c = [0, 0.1]. Then, the detached flow

on the upper side of the airfoil merges with the shear layer in the wake. This effect is vis-

ible in Figs. 5.43(e) and 5.43(f). However, in general, the turbulent shear layer separates

the different velocity regions, which have moved along the upper and bottom side of the

airfoil and detached into the wake region. The shear layer has the proceeding velocity of

u/U∞ = 0.56 at x/c = [0.25, 0.8], z/c = [0, 0.2] according to Fig. 5.43(f).

Regarding the normalized vertical velocity component w/U∞ in Fig. 5.45, there is a cor-

respondence to the behavior of u/U∞. The snapshot of the maximum pitch angle in

Fig. 5.45(k) reveals the acceleration of the fluid at the leading edge of the airfoil, which

can be seen by the red colored area at x/c = −0.9, z/c = 0.25 with w/U∞ = +0.22.

Along the upper side of the airfoil, the fluid possesses a negative vertical velocity with

w/U∞ = −0.22 located in the region of x/c = [−0.5, 0.2], z/c = [−0.1, 0.3]. In the follow-

ing diagrams, the detachment of vortices at the trailing edge becomes visible. Especially

in Figs. 5.45(c) and 5.45(d), it can be seen that vortices are already generated at half

length of the upper side, which can be noticed by the alternating local positive and nega-

tive velocity areas. Considering the complementary minimum pitch motion in Fig. 5.45(f),

the acceleration at the leading edge of the airfoil is rather invisible. Instead, along the

bottom side of the airfoil, a large local velocity region in positive vertical direction is

visible. At the trailing edge, velocity fluctuations appear in the sequence of green and red

colored areas. Therefore, it can be assumed that vortices are generated. Furthermore,

the wake region behind the trailing edge is irregular, the acceleration region expands in a

diffuse manner. This is matching with the analysis of Fig. 5.45(f) and the mixing between

detached flow and the shear layer.
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Figure 5.45: Synchronized PIV-DIC case III: Wing flutter motion and corresponding fluid flow
velocity component w/U∞ in a time period of [t0; t0 + 10∆t] with ∆t = 0.012 s.
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To conclude the results from Figs. 5.40 to 5.45, the structural oscillations of heave and

pitch are shifted by a larger phase angle of ϕ = 125◦ for case I and a smaller phase an-

gle of ϕ = 23◦ for case III. In a figurative language according to De Nayer et al. [15],

the oscillation behavior in case I can be declared as a swimming fish, schematically de-

picted in Fig. 5.41. Case III can be called as a flapping motion, schematically depicted

in Fig. 5.44. On the one hand, in case I, the extremal values of the pitch motion match

with the inflection points of the heave motion related to the phase angle, see Fig. 5.40(l).

On the other hand, in case III, the extremal values of heave and pitch are close to each

other, see Fig. 5.43(l). Looking at the fluid flow surrounding the airfoil at certain angles

of attack, locally increased velocity regions are measured either above the upper side or

below the bottom side of the airfoil. At the extremal pitch angle positions, the dimen-

sionless pressure coefficients cp are calculated out of the velocity data in the regions of the

upper and bottom airfoil line. By the difference of cp, the quantitative effect of lift can be

determined. The pressure coefficient is mainly influenced by the component u/U∞ since

its local velocities are higher than those of the component w/U∞ due to the horizontal

free-stream direction and the geometric properties of the obstacle: The design of the air-

foil is stretched out horizontally over the chord length c, while the maximum thickness

in vertical direction is t = 0.12 c. Hence, although the surrounding fluid flow is lightly

deflected vertically at certain pitch angles, it is mainly horizontally directed according

to the free-stream. Finally presenting the results, at maximum pitch angles, for both

cases, an upward lift is calculated. This can be seen in Eqs. (5.14a), (5.14b) and (5.15a),

(5.15b) where the dimensionless pressure coefficient cp is higher at the bottom airfoil line

region than at the upper one. At minimum pitch angles, for both cases, a downward lift

is calculated. This can be seen in Eqs. (5.13a), (5.13b) and (5.16a), (5.16b), where the

dimensionless pressure coefficient cp is higher at the upper airfoil line region than at the

bottom one. Comparing the qualitative effect of lift at extremal heave positions, in case I,

the lift forces tend to repress higher amplitudes of flutter, while in case III the lift forces

tend to support an increase of the displacements.
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5.5 Phase-averaged data of the wake flow field

at flutter

Along one period of oscillation of the airfoil, that represents the characteristics of the

flutter motion, the velocity is presented by phase-averaged data in the following. Phase-

averaged data determine the mean value of the corresponding velocity fields at the same

instant of time of each period of the oscillations, i.e., the same position of the airfoil.

These quantities are presented here for the horizontal and vertical velocity component

u/U∞ and w/U∞. Furthermore, the fluctuations or deviations from the mean values

are calculated as Reynolds stress components u′u′, w′w′ and −u′w′ = −w′u′, while the

negative algebraic signs in the last components are pretended by the PIV-software. The

detailed formula for the prediction of the Reynolds stresses are explained in Section 3.4.

In the following, the mean values and Reynolds stresses are shown for the flutter velocity

at Rec = 3.60× 104. For the overall measurement, there are 2000 images captured by the

PIV-camera which means that, due to the frame rate of 500 fps, the recording time is 4 s.

Representative for the whole airfoil motion, one time period of oscillation is divided into

63 bins, corresponding to the temporal length of T = 0.12 s, which is equivalent to the

former time series results. Assuming that the period is perfectly described by 63 bins and

the corresponding images, the 2000 images yield approximately 31 full periods within the

complete measurement. Thus, each bin is phase-averaged by 31 unsteady PIV-pictures

at the same instant of time. In the presented diagrams, the recording sequence of images

starts at t0 and ends at t0 + 12∆t, which means that the time step is ∆t = 0.01 s. In

order to distinguish the differences of each flutter case, case I and case III are compared

taking the acceleration areas on the upper/lower airfoil surface, the shear layer roll up in

the wake and the local turbulent fluctuation areas into account.

5.5.1 Comparison of mean velocity components in case I/III

Regarding the phase-averaged velocity components, Figs. 5.46 and 5.47 show the re-

sults for the streamwise velocity component u/U∞. Case I and III have in common that

there are acceleration areas proceeding alternately over the upper and lower airfoil sur-

face into the wake, which can be seen by the orange-red marked velocity fields u/U∞ =

[1.03; 1.15]. Additionally, in the region of the trailing edge at x/c ≤ 0, z/c = [−0.2; 0.2]

there are blurring effects with green (case I, u/U∞ = 0.56) and blue (case III, u/U∞ =

−0.15) areas around the airfoil, which are caused by the systematic resolution errors of

the phase-averaging as well as the perspective difficulties of the PIV-camera. The sys-

tematic error originates from the idealization that a constant period of the oscillation
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is assumed for the post-processing not taking into account that due to turbulence the

length of the period is not necessarily constant. This restriction is executed successively

for all periods within the measurement, although each flutter period is slightly different

in its duration. Thus, the chosen 63 images naturally contain a small deviation in the

position of the airfoil. During the averaging process, these positions are blurred in the

diagrams, which is visible as broad blue velocity distribution, especially recognizable in

the extreme positions. Furthermore, since the PIV-camera is fixed at one position, it also

records a perspective error, as mentioned in the context of Fig. 5.38: As the airfoil moves

up and down, the camera also focuses on the upper and lower side of the wing surface

due to its vanishing point perspective. These “perspective errors” are most prominent in

the extreme positions of the wing. However, discussing the flow properties in the wake,

a difference in both cases is the development of the shear layer. This can be seen by the

green-marked content in the wake (u/U∞ = [0.4; 0.7]). On the one hand, case I shows

a shear layer of continuous thickness ∆z/c ≈ 0.1 that proceeds in the shape of an arch,

which can be seen in Figs. 5.46(e) and 5.46(h). On the other hand, case III presents a

shear layer of varying thickness, i.e., in Fig. 5.47(f) with ∆z/c ≈ 0.1 (x/c = 0.4) and in

Fig. 5.47(h) with ∆z/c ≈ 0.4 (x/c = 0.8). Furthermore in case III, it develops irregularly

and chaotically in the wake revealing curvatures in different directions.

Complementary, focussing on the results for the vertical velocity component w/U∞,

Figs. 5.48 and 5.49 show the acceleration areas alternating at the upper and lower airfoil

surface near the trailing edge at the positions of extremal pitch angles. At minimum pitch,

case I presents in Fig. 5.48(e) a local velocity region below the bottom airfoil surface that

is directed upwards with w/U∞ ≈ 0.2 at x/c = [−0.4; 0.2], z/c = [−0.4; 0.1]. The corre-

sponding velocity field of case III shows in Fig. 5.49(e) an increased local velocity region

below the airfoil with w/U∞ = 0.25 at x/c = [−0.4; 0.3], z/c = [−0.5; 0.1] as well as a

velocity region above the airfoil with w/U∞ = 0.18 at x/c = [−0.4; 0.3], z/c = [0.1; 0.3].

At maximum pitch, case I reveals in Fig. 5.48(h) the acceleration region located above

the upper airfoil surface and directed downwards with w/U∞ ≈ −0.2 at x/c = [−0.4; 0.2],

z/c = [−0.1; 0.2], while for case III in Fig. 5.49(h) an increased region can be observed

with w/U∞ ≈ −0.25 at x/c = [−0.4; 0.2], z/c = [−0.1; 0.4]. The findings that the vertical

acceleration areas are higher for case III than for case I, can be deduced from the higher

pitch amplitudes caused by the backward shifted center of gravity for case III. Therefore,

the local flow velocities and turbulence intensity around the airfoil are increased.
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Figure 5.46: Case I: Influence of the structural flutter phenomenon on the wake flow.
Phase-averaged velocity field u/U∞ normalized by the free-stream velocity.
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Figure 5.47: Case III: Influence of the structural flutter phenomenon on the wake flow.
Phase-averaged velocity field u/U∞ normalized by the free-stream velocity.
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Figure 5.48: Case I: Influence of the structural flutter phenomenon on the wake flow. Phase-
averaged velocity field w/U∞ normalized by the free-stream velocity.
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Figure 5.49: Case III: Influence of the structural flutter phenomenon on the wake flow. Phase-
averaged velocity field w/U∞ normalized by the free-stream velocity.
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5.5.2 Comparison of Reynolds stresses in case I/III

Going further to the phase-averaged fluctuations of the velocity components, the

Reynolds stress tensor provides information about the turbulent behavior in the fluid

flow that persists during the periods of oscillation and is not averaged out by phase-

averaging. In contrast to that, coincidental phenomena like the appearance of a turbulent

eddy at a definded position and time, are filtered out by the phase-averaging procedure

and are thus not visible in the phase-averaged velocity fields.

Beginning with the normal tensor component u′u′/U2
∞, it describes the averaged quadratic

fluctuations in main flow direction normalized by the quadratic undisturbed free-stream

velocity U2
∞. Case I is depicted in Fig. 5.50. In the region around the airfoil, the systematic

error of image acquisition by the PIV-camera can be seen in the red marked areas in each

snapshot. However, in Fig. 5.50(d), there is a slightly red region with u′u′/U2
∞ = 0.024 at

x/c = [0.1; 0.4], z/c = 0.15 that indicates a turbulence area, i.e., the shear layer roll-up

behind the trailing edge. In the same image the shear layer is formed as a continuous

green curvature in the wake with u′u′/U2
∞ = [0.012; 0.015]. In the following Fig. 5.50(e),

this shear layer proceeds further leaving a gap behind the trailing edge. This is due to

the fact that the airfoil reaches its minimum pitch angle there, staying in this position.

The vortices that are generated coincidently behind the trailing edge are captured in the

time series, but are then filtered out by the phase-averaging. Those findings can be seen

also in Figs. 5.50(g) and 5.50(h), where the airfoil is at its maximum pitch angle with the

curved shear layer and the gap after proceeding due to instantaneous vortex shedding.

Comparing this to case III in Fig. 5.51, the curvature of the shear layer is sporadically

visible for example in Fig. 5.51(e). Though, in the other images, the shear layer is irreg-

ularly distributed in the wake.

The normal Reynolds stress component w′w′/U2
∞ describes the averaged quadratic fluctu-

ations related to the vertical velocity component w normalized by the free-stream velocity

U2
∞. Case I is depicted in Fig. 5.52 showing results of small turbulence regions, which

can be seen exemplarily in Fig. 5.52(a) at x/c = −0.2, z/c = −0.1 and by Fig. 5.52(b)

at x/c = −0.1, z/c = −0.1 with w′w′/U2
∞ ≈ 0.021. Those are representative for a flow

separation at the trailing edge of the airfoil. Comparing this to case III, Fig. 5.53 shows

larger regions of high turbulence intensity, i.e., in Figs. 5.53(d) at x/c = 0.2, z/c = 0.2

and 5.53(h) at x/c = 0.8, z/c = −0.2 with w′w′/U2
∞ ≈ 0.019. These turbulence regions

can be attributed to large vortices that persist strongly within the wake.

135



CHAPTER 5. MEASUREMENT RESULTS AND EVALUATION

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(a) t0

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(b) t0 + ∆t

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(c) t0 + 2∆t

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(d) t0 + 4∆t

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(e) t0 + 6∆t

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(f) t0 + 8∆t

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(g) t0 + 10∆t

x/c

z
/c

­0.4 ­0.2 0 0.2 0.4 0.6 0.8 1 1.2

­0.6

­0.4

­0.2

0

0.2

0.4

0.000 0.003 0.006 0.009 0.012 0.015 0.018 0.021 0.024

(h) t0 + 12∆t

Figure 5.50: Case I: Influence of the structural flutter phenomenon on the wake flow. Nor-
mal Reynolds stress component in main flow direction u′u′/U2

∞ normalized by the
quadratic free-stream velocity.
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Figure 5.51: Case III: Influence of the structural flutter phenomenon on the wake flow. Nor-
mal Reynolds stress component in main flow direction u′u′/U2

∞ normalized by the
quadratic free-stream velocity.
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Figure 5.52: Case I: Influence of the structural flutter phenomenon on the wake flow. Normal
Reynolds stress component perpendicular to main flow direction w′w′/U2

∞ normal-
ized by the quadratic free-stream velocity.
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Figure 5.53: Case III: Influence of the structural flutter phenomenon on the wake flow. Normal
Reynolds stress component perpendicular to main flow direction w′w′/U2

∞ normal-
ized by the quadratic free-stream velocity.
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The Reynolds shear stress component −u′w′/U2
∞ gives information about the correlation

of the horizontal and vertical fluctuations in the velocity field. The distribution for case I

is shown in Fig. 5.54. The development of the shear layer can be seen in the image series.

In Fig. 5.54(c) and other figures of this series, the blue and red marked areas at x/c < 0

occur due to systematic errors in the image aquisition by PIV or the phase-averaging

difficulties. It is caused by the flow fluctuations rather in horizontal direction u′ than in

vertical direction w′, since Fig. 5.50 reveals the error more clearly than Fig. 5.52. However,

by the red marked regions at x/c = [0; 0.6], z/c = [−0.1; 0.1] with −u′w′/U2
∞ = 0.007,

the first flow separation at the trailing edge is visible. In the following Fig. 5.54(d),

the shear layer develops in the wake in the typical form of the curvature due to the

motion of the airfoil and then proceeds further. The shear layer gap in Fig. 5.54(e) at

x/c = [0.2; 0.8] can be explained by the minimum pitch angle position, where the airfoil is

shortly quasi at rest and small-scale vortices are captured in the time series, but filtered

out by the phase-averaging. The similar, inversed phenomenon can be seen in the image

series of Figs. 5.54(f) to 5.54(h), with the flow separation with −u′w′/U2
∞ = −0.007

at x/c = [0; 0.4], z/c = [−0.2; 0], the curved shear layer, and the gap in the area of

x/c = [0.2; 0.7] at the maximum pitch angle position of the airfoil. Comparing those

findings with the image series of case III in Fig. 5.55, first of all, it is remarkable that the

artefacts according to the systematic measurement errors are smaller here than for case I.

This is due to the fact, that the structural flutter oscillation is limited in the region of the

trailing edge by the backwards shifted center of gravity. Therefore, the image acquisition

by PIV reveal less perspective errors, which can be seen in the horizontal fluctuations of

u′u′/U2
∞ in Fig. 5.51, since u′ is the dominating parameter for the calculation of u′w′/U2

∞.

However, focussing on the wake characteristics, the shear layer is less clearly visible in

Fig. 5.55(e) at x/c = [0.8; 1.2], z/c = [0; 0.3] with −u′w′/U2
∞ = 0.009 and in Fig. 5.55(h)

at x/c = [0.6; 1.1], z/c = [−0.3; 0] with −u′w′/U2
∞ = −0.010. The gap in both images

can be explained again by the observation that at the position where the airfoil is quasi

at rest all small-scale vortices are filtered out by the phase-averaging. Additionally, Fig.

5.55(d) shows a turbulent region with high fluctuations at x/c = [0; 0.4], z/c = [0; 0.2]

with −u′w′/U2
∞ = 0.009, where a flow separation takes place at the trailing edge. In the

other figures, there are regions of increased turbulence intensity sporadically visible which

are difficult to assign to the shear layer. It can be assumed that this irregularity in the

wake flow originates from the merging of the detached flow from the trailing edge and the

midst of the airfoil at higher pitch angles of case III. Thus, the flow velocities around the

airfoil are increased and the flow detachment begins already on the upper or bottom line,

generating vortices that proceed arbitrarily in the wake. Those unsteady phenomena are

filtered out by the phase-averaging.
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Figure 5.54: Case I: Influence of the structural flutter phenomenon on the wake flow. Normal
Reynolds stress component perpendicular to main flow direction u′w′/U2

∞ normal-
ized by the quadratic free-stream velocity.
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Figure 5.55: Case III: Influence of the structural flutter phenomenon on the wake flow. Normal
Reynolds stress component perpendicular to main flow direction u′w′/U2

∞ normal-
ized by the quadratic free-stream velocity.
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To conclude with the phase-averaged data, the acceleration areas around the airfoil are

higher for case III than case I, which can be seen in the mean values of the velocity

components. This is due to the fact, that the pitch angle range is increased for case III.

Concerning the Reynolds stresses, case I shows a more structured wake flow than case

III. Thus, the shear layer is rather continuous in its thickness and shaped as a curvature,

which originates from the regular flow detachment at the trailing edge with a level of

turbulence at Tu ≈ 0.1 (calculated from the shear layer in Figs. 5.50(g) and 5.52(g)).

Case III shows an irregularly formed shear layer with Tu ≈ 0.14 in the wake (related to

Figs. 5.51(e) and 5.53(e)), which originates from the merged flow detachment from the

upper/bottom line and from the trailing edge of the airfoil. Therefore, increased local

turbulence regions can be observed in the trailing edge area, which can be assigned to the

generation of large vortices.
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Chapter 6

Conclusions

6.1 Summary

The present thesis is concerned with the experimental investigations in fluid and struc-

tural dynamics. High-speed imaging methods are applied, giving an impression of the

fluid and structure behavior within a framed test section. The two non-invasive measur-

ing techniques are the particle-image velocimetry (PIV) for fluid flow field measurements

and the digital-image correlation (DIC) for structural deformation measurements. The

test object is an elastically mounted wing system, which is positioned in a subsonic wind

tunnel. Within the transitional Re number range, the unsteady fluid flow around the

wing system is investigated as well as the structural oscillations of the wing. First of all,

the PIV and DIC measurements are carried out separately from each other. Second, an

idea is developed to combine these techniques by the synchronization of the measuring

processes. The results are compared with the previously published experimental results

of Wood et al. [23] and the numerical FSI simulations of De Nayer et al. [15].

Summarizing the measurement methods, the PIV technique considers fluid flow measure-

ments by the illumination of a 2D-plane with a pulsed laser sheet. The flow is seeded by

tracer particles, reflecting the received light. A sequence of images of the moving tracer

particles within the test section is captured by a high-speed camera. The movement of the

particles is analyzed and associated with the fluid flow. The captured 2D-image planes are

subdivided into a grid of interrogation windows (IW), from which a correlation algorithm

reconstructs the velocity fields. The PIV setup consists of the high-speed laser of the type

Litron LD-527 PIV, the high-speed camera Phantom VEO 640S and the control

software TSI Insight 4G is used. The tracer particles are provided by a soap bubble

generator TSI BG-1000 and the DEHS generator TSI Six-Jet Atomizer 9306. Spe-

cial properties of the setup or adjustment data are explained in Sections 3.1 and 4.
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The DIC technique for structural deformation measurements considers the illumination

(standard light) of a 3D object. The object surface is covered by a speckle pattern, from

which a sequence of images is captured during the measurements. By the stereoscopic

setup of two 2D DIC-cameras and a spatial calibration, 3D movements and deformations

of the observed surface can be reconstructed. Thus, the captured images are subdivided

into facets including a certain amount of grid cells, for which a correlation function is

solved by an iterative process. The DIC setup consists of two high-speed cameras of

the type HSVision Speedcam MarcoVis Eo Sens, which are triggered by a man-

ual trigger button connected via BNC- and T-Link adaption. The control softwares for

the image saving and post-processing are given by HSVision Visart and Dantec Dy-

namics Istra 4D. Special properties of the setup or adjustment data are explained

in Sections 3.2 and 4.

Considering the test stand, the wing system is a lightweight design with the total mass

of mw = 0.339 kg and the airfoil of NACA 0012 type with a chord length of c = 0.1 m

and a wing span of l = 0.6 m. The elastic mounting at both ends, consisting of a package

of leaf springs and torsional springs, restricts the movement to two degrees of freedom,

the heave and the pitch motion of the airfoil, respectively. By fixing extra masses at

both ends of the wing at varying locations, different cases are generated, due to the fact

that the center of gravity (c.o.g. or G) is shifted along the chord line. In case I, G

and the elastic axis (E) are superimposed, while in case III G is shifted behind E near

the trailing edge of the airfoil. Compared to the setup of Wood et al. [23], the current

wing surface has been varnished in black, which raised the total mass by 0.004 kg. In

addition, the torsional springs have been replaced by new ones of the identical type and

torsional stiffness of kα = 0.3832 Nm/rad. Details of the wing system and its structural

mechanics parameters are presented in Sections 2.1.3 and 5.1.1. A subsonic wind tunnel

provides the airflow for the measurements. It is designed in the geometric ”loop form”

known as Göttingen type. The rotation speed of the air blower stands in linear rela-

tion to the generated flow velocity, which is adjusted in the transitional Re number range

of 9.66× 103 ≤ Re ≤ 3.60× 104 for the current measurements. Details of the wind tunnel

properties are mentioned in Section 2.2.

Considering the synchronization of the DIC and the PIV measurement techniques, the

main ideas are presented here. First, the same illumination source for the 3D object surface

(DIC) and the 2D test section (PIV) is provided by the PIV laser. Second, for the image

acquisition, the PIV and DIC cameras are synchronized. This is realized by an ”I/O-link”

cable connection between both cameras, which furthermore replaces the manual trigger

button for the DIC setup. The PIV software controls the timing of the laser-pulsed illu-

mination as well as the image acquisition of the PIV camera, which automatically triggers

146



6.1. SUMMARY

the image acquisition of both DIC cameras. The laser pulse rate is set to 500 pps, while

the PIV and DIC cameras have the sample rate of 500 fps, guaranteeing identical con-

ditions of image illumination and the comparability of structural deformations and fluid

flow velocity fields within a certain image sequence. Details of the synchronization idea

are presented in Section 3.3, while further timing parameters of the laser and cameras can

be found in Section 4.

Focusing on the measurement results, there are DIC measurements carried out for the

still air case. By the investigation of the 1-DOF airfoil motion, in which the heave or

the pitch DOF are considered separately, the main frequencies of either heave or pitch

are gained and specific structural mechanics parameters are calculated such as the heave

spring stiffness or torsional damping ratios. These results are compared to the previously

published data by Wood et al. [23] and a good agreement has been found. Hence, the

structural mechanics properties of the elastically mounted wing system are not signifi-

cantly changed by the replacement of the torsional springs and the slight increase of the

wing mass. Based on the investigation of the 2-DOF airfoil motion, in which the heave and

pitch DOF are measured simultaneously, the decaying vibrational behavior is analyzed.

The generated FFT plots reveal the characteristic heave and pitch frequency peaks, which

correspond well to the results of Wood et al. [23] considering the beat frequencies and the

heave-to-pitch frequency ratios.

Furthermore, the unsynchronized and synchronized DIC results are compared for the still

air case and for several fluid velocities in the transitional Re range of 9.66× 103 ≤ Re ≤
3.60× 104. First, it has to be mentioned that the recording times are different, since the

unsynchronized measurements are carried out with a camera frame rate of 250 fps and

the synchronized ones with 500 fps. Second, the time histories at lower flow velocities are

usually similar showing mostly in-phase, damped oscillations, although the amplitudes

slightly differ due to the individual manual excitation of the wing. At higher flow veloc-

ities, the manual excitation is not necessary, since the wing system is self exciting. The

increasing amplitudes show slight differences between the synchronized and unsynchro-

nized results, which may originate from statistical variations of the single (non-repeated)

measurements. Third, the FFT plots show similar frequency distributions despite differ-

ent lengths of the recording time for the unsynchronized and synchronized method. By

increasing the flow velocity, the heave and pitch frequency peaks are drawing near to each

other, until one single frequency is visible for the flutter motion.

Based on the PIV results, the unsteady wake flow phenomena are investigated. For

the fluid velocity set at Re = 2.39 × 104, the convection of vortices is captured in a

sequence of images, from which a linear relation between the proceeding time and the

147



CHAPTER 6. CONCLUSIONS

vortex convection position is found with the vortex convection velocity of Ucv = 3.18 m/s

and a calculated Strouhal number of Sr = 0.42. For other flow velocities, the Sr numbers

are determined, too. Furthermore, the fluid velocities u and w at certain points in the

flow field are extracted from the PIV measurements by setting a monitoring point in the

wake. Time histories are recorded and FFTs are carried out. Especially in the FFT plots,

the lower frequency region shows that the airfoil motion with its specific heave and pitch

frequencies are represented also in the wake flow with corresponding frequencies of the

flow fluctuations. In the higher frequency regions the vortex shedding frequencies are re-

vealed. Unfortunately, those are disappearing for the higher Re numbers due to blurring

effects of the flutter motion, which is found in agreement with the CTA measurements

of Wood et al. [23].

Finally, the synchronized PIV-DIC measurements and phase-averaged velocity fields are

presented. For one single period of flutter oscillation, a sequence of images presents the

velocity fields u/U∞ and w/U∞ for case I and III at Re = 3.60 × 104, while the corre-

sponding airfoil positions are superimposed on each image. Describing the properties of

the airfoil motion in pictures, the dynamic behavior of case I can be denoted the swimming

fish, while the dynamic behavior of case III represents the flapping motion according to

De Nayer et al. [15]. This is due to the fact that the phase shift angle between the heave

and pitch oscillations is rather high for case I (ϕ = 125◦), whereas for case III heave and

pitch are nearly in phase (ϕ = 23◦). Concerning the flow characteristics, the effect of lift

at extreme heave and pitch positions is investigated. It is found that the lift forces have a

stabilizing, repressing influence on case I and an emphasizing influence on case III. This is

supported by the results of the phase-averaged velocity fields with increased acceleration

areas around the trailing edge of the airfoil for case III compared to case I. Further-

more, the Reynolds stresses reveal a rather continuous formation of the shear layer in the

wake flow for case I compared to case III, which shows a nearly chaotic, irregular behavior.

Discussing and evaluating the synchronized PIV-DIC measurement technique, there are

several advantages that can be mentioned. First, the ”I/O-link”-connection between the

PIV and the DIC cameras is a positive achievement, since the cameras can be triggered

at the same time by the PIV software, which also controls the pulsing of the PIV laser as

illumination source for the synchronized measurements. Second, the internal parameter

of the cameras (PIV, DIC) and the PIV laser are aligned with the frame and pulse rates of

500 fps and 500 pps, respectively. Third, considering the illumination of DIC by the PIV

laser, a comparison to the standard light illumination of DIC is presented. For case I at

still air, the measurement uncertainties of the displacements in z-direction are sufficiently

low with a relative mean error of 0.046 % for the synchronized method and 0.07 % for

148



6.2. OUTLOOK

the unsynchronized method. For case I at flutter, the measurement uncertainties of the

displacements in z-direction are also comparable with a relative mean error of 0.103 % for

the synchronized method and 0.064 % for the unsynchronized method. Surely there are

also difficulties that have to be mentioned and may be improved in future works. The

illumination of the DIC-speckle pattern by the PIV-laser has some restrictions. Due to the

high intensity of the laser light sheet, there is an overexposed area on the speckle pattern

that can not be used for DIC. Only the neighboring areas with decreased light intensity

are usable, which in this case is half of the whole speckle pattern area. Furthermore, the

laser light can cause a damage on the test object, such as blisters, which happens during a

longer measurement time and is rather unfavorable. Hence, a solution for these problems

of illumination may be found in future works.

6.2 Outlook

Beyond the investigations of this thesis, several experimental topics can be focused

on. First, the illumination area of the synchronized DIC measurements can be expanded

by the usage of a beam splitter which is interposed between the laser head and the light

sheet optics (LSO). The idea is schematically depicted in Fig. 6.1.

Laser head

Figure 6.1: Idea of expanding the illumination area of a test object for the synchronized DIC-PIV
measurements by the usage of a laser beam splitter.
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The laser beam is subdivided into a transmitted and a reflected beam. The splitting ratio

can be chosen, i.e., with 70/30 (transmitted/reflected), since the transmitted beam needs

a higher intensity for the illumination of the 2D-PIV-plane. However, the transmitted

and reflected beams are conducted through the LSO 1 and 2, respectively, which generate

the light sheets. By two mirrors, they are redirected to the test object. For the purpose of

expanding the illumination area for DIC, the light sheets are positioned vertically towards

each other, forming a ”cross” on the surface of the test object. Additionally, the problem

of the overexposed illumination area, caused by one light sheet with high intensity, can

be reduced by splitting the laser beam.

Second, the PIV measurements can be extended by adding a second HS-PIV-camera.

This can be either used to capture a larger part of the flow field. The second option is

to upgrade the former mono PIV-measurements for 2D velocity fields to a stereoscopic

setup, comparable to the DIC-setup. This method can provide 3D velocity fields out of

a planar region illuminated by the laser light sheet, while the images are captured by the

two PIV-cameras from different perspectives. At PfS, a second HS-PIV-camera has been

acquired recently.

Finally, considering further studies at PfS, an actual topic is the simulation of wind gusts,

appearing in the nature and having a strong effect on, i.e., wind energy plants and the

dynamic properties of their tower or rotor blades. For the experimental investigations, the

wind gusts may be generated by a defined construction in the laboratory scale connected

to the wind tunnel. Thus, unsteady turbulent FSI phenomena related to flexible structures

may be analyzed in the future.
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Appendix A

Calculations related to measurement

conditions

A.1 Bubble Generator: Calculation of the Stokes num-

ber and settling velocity

The Stokes number Sk is the quotient of the particle response time τp, caused by the

inertia effect, and of the fluid’s characteristic time scale τf , based on the friction velocity

uτ . It follows, that

Sk =
τp
τf

=
ρp d

2
p/(18µf )

µf/(ρf u2
τ )

=
ρp d

2
p ρf u

2
τ

18µ2
f

, (A.1)

where dp and ρp are the tracer particle’s diameter (Most Penetrating Particle Size, MPPS)

and the density of its chemical composition. The fluid flow properties are given by the

density ρf and the dynamic viscosity µf . The friction velocity uτ of the fluid flow can be

calculated approximately, as presented in [19,25]:

uτ =

√
cf
2
· U∞ , (A.2)

with the skin friction coefficient cf taken from the investigations by H. Blasius (1908)1

considering the Plate Boundary Layer at laminar fluid flow, which can be approximately

transfered to this transitional case [19]:

cf = 0.664 · Re−1/2
x . (A.3)

1Paul Richard Heinrich Blasius (1883–1970). German fluid dynamics physicist
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For ideal tracers, the Stokes number should tend towards zero (Sk� 1).

Secondly, the settling velocity uts follows with the gravitational constant g, the tracer

particle’s diameter dp (MPPS) and density ρp, as well as the fluid density ρf and the

dynamic viscosity µf :

uts = g · d2
p ·

(ρp − ρf )
18µf

. (A.4)

For ideal tracers, the settling velocity should be much smaller than the airstream velocity

(uts � U∞).

Thus, calculating the Stokes number and the settling velocity, the following fluid and

tracer particle properties are considered:

� the density of air ρf = ρair = 1.225 kg/m3,

� the dynamic viscosity of air µf = µair = 18.72 · 10−6 Pa s,

� the density of the soap bubble tracer ρp = ρsoap = 998 kg/m3,

� the diameter of the soap bubble tracer (MPPS) dp = dsoap = 10µm,

� the gravitational constant g = 9.81 m/s2,

� the airstream velocity range of (U∞,a = 1.44 m/s) ≤ U∞ ≤ (U∞,b = 5.37 m/s),

� the Reynolds number range of (Rex,a = 9.66 · 103) ≤ Rex ≤ (Rex,b = 3.60 · 104).

The skin friction coefficient from Eq. (A.3) according to the mentioned velocity range for

U∞ yield:

cf,a(Rex,a) = 0.664 · Re−1/2
x,a = 6.7560× 10−3 , (A.5a)

cf,b(Rex,b) = 0.664 · Re
−1/2
x,b = 3.4996× 10−3 . (A.5b)

The friction velocity according to Eq. (A.2) follows for both skin friction coefficients :

uτ,a =

√
cf,a
2
· U∞,a = 0.08369

m

s
, (A.6a)

uτ,b =

√
cf,b
2
· U∞,b = 0.22463

m

s
. (A.6b)
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Finally, the Stokes numbers according to Eq. (A.1) result for the friction velocity range

in Ska ≤ Sk ≤ Skb with:

Ska =
ρp d

2
p ρf u

2
τ,a

18µ2
f

= 0.1358 , (A.7a)

Skb =
ρp d

2
p ρf u

2
τ,b

18µ2
f

= 0.9780 . (A.7b)

The settling velocity of the tracer particle from Eq. (A.4) results in:

uts = g · d2
p ·

(ρp − ρf )
18µf

= 2.9019 · 10−3 m

s
. (A.8)

Thus, the Stokes number and the settling velocity fulfill the required conditions.
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Appendix B

Calculations related to measurement

results

B.1 Parameters of the airfoil system

B.1.1 Case I

These calculations refer to the characteristics of the 1-DOF-free-oscillation for case I

in Fig. 5.1. In the following, the parameters in Tab. 5.1 are calculated. One important

parameter is the total damping ratio, which is computed by the logarithmic decrement

of two neighbouring amplitude peaks within the period time Td of a decaying sine-wave

function which is depicted in Fig. B.1. The calculation formula is presented according to

Gross et al. [10]:

Λ = ln

(
∆z(t) = ∆z(t)i

∆z(t+ Td) = ∆z(t)i+1

)
= δ Td =

2πδ

ωd
= 2π

D√
1−D2

. (B.1)

To minimize the local measurement error, the logarithmic decrement is executed for am-

plitudes that are located afar from each other, i.e. a multiple of the period time n · Td.
Then the logarithmic decrement yields:

Λ =
1

n
ln

(
∆z(t)i

∆z(t)i+n

)
= 2π

D√
1−D2

. (B.2)

The equation can be converted by the total damping ratio:

D =
Λ√

(2π)2 + Λ2
. (B.3)
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t

z(t)

Δz(t)
i

Δz(t)
i+n

T
d

Δz(t)
i+1

n Td

Figure B.1: Principle of the logarithmic decrement.

Now, regarding the time histories of the 1-DOF-free-oscillations for heave and pitch in

Figs. 5.1a and 5.1c, the logarithmic decrement can be calculated. Within the time range

of 4 s ≤ t ≤ 6.8 s, two amplitudes with the amount of n = 20 periods in between are

considered and it follows:

Λh =
1

20
ln

(
3.08499 mm

2.05801 mm

)
= 0.02024 , (B.4a)

Λα =
1

20
ln

(
2.6803 mm

1.8034 mm

)
= 0.01981 . (B.4b)

The total translational and rotational damping ratios result in

D1−DOF,tot
h =

Λh√
(2π)2 + Λ2

h

= 3.2214× 10−3 , (B.5)

D1−DOF,tot
α =

Λα√
(2π)2 + Λ2

α

= 3.1533× 10−3 . (B.6)

The bending stiffness is calculated by:

kh = (2π f1−DOF
h )2mw = 732.92 N/m , (B.7)
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while the total mass of the wing system including the extra mass yields mw = 0.33921 kg.

It is around 4 g higher than the total mass mw in [23], due to the fact that the varnishing

of the wing caused this slight weight increase. The frequency f 1−DOF
h = 7.398 Hz of

the 1-DOF free-osillation of the heave motion of case I represents the characteristics

of the analogous model of the translational spring-mass-system. The torsional stiffness

of the rotational spring is taken from the data sheet of the manufacturer with kα =

0.3832 Nm/rad. Moving to the mass moment of inertia, it is computed corresponding

to [23] with the frequency f 1−DOF
α = 8.378 Hz of the 1-DOF free-osillation of the pitch

motion of case I, representing the characteristics analogous model of the rotational spring-

mass-moment-of-inertia-system as follows:

IEα =
kα

(2π f 1−DOF
α )2

= 1.383× 10−4 kg m2 . (B.8)

Finally, the total translational and rotational damping is calculated by:

btot
h = 2D1−DOF,tot

h

√
kh mw = 10.16× 10−2 Ns/m , (B.9a)

btot
α = 2D1−DOF,tot

α

√
kα IEα = 4.59× 10−5 Nm/s . (B.9b)

B.1.2 Case III

These calculations refer to the characteristics of the 1-DOF-free-oscillation for Case III

in Fig. 5.2. In the following, the parameter results of Tab. 5.2 are calculated. Regarding

the time histories of the 1-DOF-free-oscillations for heave and pitch in Figs. 5.2a and 5.2c,

the logarithmic decrement can be calculated. Within the time range of 4 s ≤ t ≤ 6.8 s, two

amplitudes with the amount of n = 20 periods in between are considered and it follows:

Λh =
1

20
ln

(
2.8712 mm

1.8611 mm

)
= 0.02168 , (B.10a)

Λα =
1

20
ln

(
1.5572 mm

1.1213 mm

)
= 0.01642 . (B.10b)

The total translational and rotational damping ratios result in

D1−DOF,tot
h =

Λh√
(2π)2 + Λ2

h

= 3.4502× 10−3 , (B.11)

D1−DOF,tot
α =

Λα√
(2π)2 + Λ2

α

= 2.6133× 10−3 . (B.12)

The bending stiffness is the same as for case I with kh = 732.92 N/m due to identical

heave frequencies and the total mass of the wing system including the extra mass and the
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varnishing influence, which yields mw = 0.33921 kg. The torsional stiffness of the rota-

tional spring is taken from the data sheet of the manufacturer with kα = 0.3832 Nm/rad.

The mass moment of inertia with the pitch frequency of f 1−DOF
α = 7.576 Hz of the 1-DOF

free-oscillation analysis results in:

IEα =
kα

(2π f 1−DOF
α )2

= 1.69× 10−4 kg m2 . (B.13)

Finally, the total translational/rotational damping is calculated by:

btot
h = 2D1−DOF,tot

h

√
kh mw = 10.88× 10−2 Ns/m , (B.14a)

btot
α = 2D1−DOF,tot

α

√
kα IEα = 4.21× 10−5 Nm/s . (B.14b)
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[25] Wood, J. N. Experimentelle Untersuchungen zur Fluid-Struktur-Interaktion einer

deformierbaren Membran-Halbkugel in turbulenter Strömung. PhD thesis, Helmut-
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