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Abstract

The goal of this thesis is the extension of the existing simulation tools at DLR and their
application for aeroelastic modelling and validation of the highly flexible Pazy wing wind
tunnel model. As large deformations are expected due to the wing’s special design, the
simulations should in particular account for the nonlinear behaviour of force-structure
interaction (follower force problem) and geometric nonlinearities. Therefore, an aero-
elastic solver developed at DLR is used, coupling a geometrically nonlinear vortex
lattice method with the nonlinear static solution sequence SOL400 of the finite ele-
ment solver Nastran. Besides determining steady aeroelastic equilibrium points by
the means of this solver, the aeroelastic stability of the wing in terms of flutter is also
to be investigated. Since common flutter speed prediction methods are only applicable
to rigid structures undergoing small deformations, an important part of this thesis is
the development of a method for stability analysis of highly flexible wings. Therefore,
the whole aeroelastic system is linearised at static equilibrium points with large defor-
mations using linear discrete-time state-space models. The proposed method is then
verificated using nonlinear simulation tools in the time domain. Subsequently, static
coupling simulations are performed for a range of onflow velocities and angles of at-
tack. Since the structural properties are affected by the deformation of the wing, the
change of mode shapes and eigenvalues is evaluated afterwards as a function of the
deformation. Finally, the aeroelastic stability of the wing is determined by means of
the proposed method. The results are validated with reference results obtained from
the Nastran aeroelastic flutter analysis solver SOL145 and with data computed by an
approach similar to the method developed in this thesis.
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Thema der Arbeit

Nichtlineare aeroelastische Simulationen und Stabilitätsanalyse für einen hochflex-
iblen Flügel

Stichworte
Aeroelastik, Wirbelleiterverfahren, Geometrische Nichtlinearitäten, Große Deforma-
tionen, FEM, Linearisierung, Zeitdiskretes Zustandsraummodell, Stabilitätsanalyse

Kurzzusammenfassung

Das Ziel dieser Arbeit ist die Erweiterung der bereits existierenden Simulationstools
am DLR und ihre Anwendung zur aeroelastischen Modellierung und Validierung des
hochflexiblen Pazy Wing Windkanalmodells. Da aufgrund des speziellen Designs des
Flügels große Deformationen erwartet werden, sollten die Simulationen vor allen Din-
gen das nichtlineare Verhalten der Kraft-Struktur-Interaktion (follower force problem)
und geometrische Nichtlinearitäten berücksichtigen. Zu diesem Zweck wird ein am
DLR entwickelter aeroelastischer Solver verwendet, der ein geometrisch nichtlineares
Wirbelleiterverfahren mit der nichtlinearen statischen Lösungssequenz SOL400 des
FEM-Lösers Nastran koppelt. Neben der Bestimmung stationärer aeroelastischer
Gleichgewichtspunkte wird die aeroelastische Stabilität des Flügels in Bezug auf Flat-
tern untersucht. Da herkömmliche Flatterlöser nur auf starre Strukturen, die kleine
Verformungen aufweisen, angewendet werden können, besteht ein wichtiger Teil dieser
Arbeit aus der Entwicklung einer Methode zur Stabilitätsanalyse hochflexibler Flügel.
Folglich wird das gesamte aeroelastische System um statische Gleichgewichtspunkte
mit großen Deformationen linearisiert. Hierfür wird ein lineares zeitdiskretes Zustands-
raummodell verwendet. Die vorgeschlagene Methode wird anschließend mit Hilfe
nichtlinearer Simluationstools im Zeitbereich verifiziert. Die statisch gekoppelten Si-
mulationen werden für eine Reihe verschiedener Anströmgeschwindigkeiten und An-
stellwinkel durchgeführt. Da die strukturellen Eigenschaften durch die Deformation
des Flügels beeinflusst werden, wird die Änderung der Eigenformen und -frequenzen
in Abhängigkeit der Deformation untersucht. Abschließend wird die vorgestellte Me-
thode zur aeroelastischen Stabilitätsanalyse des Flügels verwendet. Die Ergebnisse
werden mit Referenzergebnissen aus dem Flatterlöser SOL145 in Nastran und mit
Daten aus einem zur entwickelten Methode ähnlichen Verfahren validiert.
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1 Introduction

1.1 Motivation

In cooperation with the German Aerospace Center (DLR) and others, the University
of Manchester published a study in September 2020, reporting on "The Contribu-
tion of global aviation to anthropogenic climate forcing for 2000 to 2018" [1]. It was
estimated that the cumulative emissions of global aviation between 1940 and 2018
are 32.6 billion tonnes of CO2 and account for 1.5% of total anthropogenic CO2-
Emissions in history. Approximately 50% of this amount was emitted in the last 20
years, with emissions from aviation representing 2.4% of global anthropogenic CO2-
Emissions in 2018 [1]. Until the beginning of the COVID-19 pandemic in 2020, strong
growth of global aviation was expected to maintain current levels and to be dependent
on the combustion of fossil fuels for some considerable time into the future. As a
consequence of this and in response to the Paris Agreement the International Civil
Aviation Organization (ICAO) developed the Carbon Offsetting and Reduction Scheme
for International Aviation (CORSIA), which was adopted by the involved states in 2016.
The two main goals of this global market-based measure scheme are to improve
energy efficiency by 2% per year until 2050 and to achieve carbon neutral growth
from 2020 onwards [2, 3]. Furthermore, Airbus announced the ZeroE programme,
revealing three concept aircraft powered by hydrogen with the ambition to develop a
zero-emission commercial aircraft by 2035 [4].

The striving for higher fuel efficiency already led to an increased use of Carbon
Fibre Reinforced Plastics (CFRP) in aircraft components over the last decade. In
order to achieve the ambitious goals mentioned above, however, the importance of
lightweight structures will further increase in the future. In addition to the construction
of entire airframes using composite materials, recent developments have shown an
increasing flexibility of flight vehicles [5, 6]. This is not only the case for Unmanned
Aerial Vehicles (UAV) but also for large transport aircraft and can bring advantages
in terms of airframe stress and passenger comfort [7]. In addition, achieving higher
efficiency by reducing the induced drag requires a wing with a high aspect ratio. This
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1 Introduction

leads to an increased wing span and thus to greater flexibility of the wing, especially if a
lightweight structure of composite materials is used, which is mainly the case for UAVs
and sail planes [8]. Thus, the geometrical nonlinearities due to large deformations
have to be taken into account in the design process. From an aeroelastic point of
view, the existing linear methods may therefore no longer be suitable to describe
the behaviour of very flexible flight vehicle configurations. A remarkable example in
this context is the Helios mishap in 2003. The Helios Prototype shown in Fig. 1.1
was a solar-powered High Altitude Long Endurance (HALE) UAV developed by Aero-
Vironment under NASA’s Environmental Aircraft and Sensor Technology (ERAST)
programme. On a remotely piloted flight, the aircraft encountered turbulence and
turned into a persistent high-dihedral configuration, which caused very divergent pitch
mode oscillations. Due to the exceeding air speed, the wing leading edge structure
on the outer wing failed and the aircraft was destroyed in flight. Two root causes were
identified following the mishap report [9]:

• "Lack of adequate analysis methods led to an inaccurate risk assessment of the
effects of configuration changes leading to an inappropriate decision to fly an
aircraft configuration highly sensitive to disturbances."

• "Configuration changes to the aircraft, driven by programmatic and technological
constraints, altered the aircraft from a spanloader to a highly point-loaded mass
distribution on the same structure significantly reducing design robustness and
margins of safety."

One of the key recommendations was the development of multidisciplinary (struc-
tures, aerodynamic, controls, etc) models, which can describe the nonlinear dynamic
behaviour of aircraft modifications, as well as more advanced time-domain analysis
methods appropriate to highly-flexible, morphing vehicles [9]. As a result, the de-
velopment of nonlinear models and analysis methods has become significantly more
important in the global aeroelastic community. Hence, nonlinearities of highly flexible
flight vehicles are a current field of research at the Institute of Aeroelasticity at DLR in
Göttingen. Besides various aerodynamic nonlinearities known and investigated so far,
interest is focused mainly on structural nonlinearities caused by geometrically large
deformations. This is the case, since the capabilities of current aerodynamic analysis,
such as CFD methods, are already far advanced, but there is a lack of adequate
methods on the structural side. Most common aeroelastic simulation tools are still
based on a linear description of the airframe and are expressed in the frequency
domain. Therefore, recent studies on flexible aircraft and wing structures often use
and improve nonlinear modal approaches to account for structural effects of large
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1 Introduction

Figure 1.1: NASA’s Helios HP01 High-Altitude Configuration during flight [9]

deformations, e.g. in references [10], [11] and [8]. However, both the analysis of
aeroelastic systems as well as their optimisation require sufficient methods to predict
and possibly use structural nonlinearities, e.g. for passive load alleviation.

For this purpose, the Large Deflection Working Group was formed as part of the
3rd Aeroelastic Prediction Workshop initiated by NASA. Objective of this group is the
aeroelastic investigation of the highly flexible Pazy wing wind tunnel model, which was
designed at the Technion - Israel Institute of Technology. Due to the design of the
model, very large static deformations are generated at corresponding dynamic pres-
sures and angles of attack in the wind tunnel. Furthermore, the aeroelastic stability in
terms of flutter behaviour shall be determined at large deformations.

1.2 Objectives of this thesis

The main goal of this thesis is the extension of the existing simulation tools at DLR and
their application for aeroelastic modelling and validation of the Pazy wing wind tunnel
model. After familiarisation with the model and the theoretical fundamentals, steady
static coupling simulations for a range of dynamic pressures and angles of attack will
be performed. Therefore an aeroelastic solver developed at the Institute of Aeroelas-
ticity will be used, which couples a vortex lattice method with the commercial finite
element solver MSC Nastran. An incompressible flow field can be assumed regarding
the operating range of the wing, thus potential-based methods should be suitable to
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describe the steady and unsteady aerodynamics of the system. The geometrical non-
linearities will be taken into account by using the nonlinear Nastran SOL400 sequence.
Since the structural properties are affected by the deformation of the wing, the change
of mode shapes and eigenvalues will be determined afterwards as a function of the
deformation. A very important part of this work will be the linearisation of the whole
aeroelastic system at static equilibrium points with large deformations. This will be
done by describing the aeroelastic system by a linear state-space model, which can
then be used to determine the aeroelastic stability at this equilibrium point. In addi-
tion, the influence of the structural nonlinearities on the stability shall be investigated.
Overall, an extension of the existing aeroelastic solver is required to implement the
developed method for stability analysis.

The theoretical fundamentals for this thesis are presented in Chapter 2. After
a short introduction on aircraft aeroelasticity, the unsteady and steady vortex lattice
method used for the aerodynamic modelling are explained. This is followed by a
description of the structural dynamics, where nonlinear finite element methods as
well as the normal modes analysis of nonlinear methods and the modal approach
are addressed. The chapter is then closed with an overview of fluid-structure inter-
action. The derivation of the linearised method for stability analysis itself is part of
Chapter 3. It begins with a detailed description of the framework of the aeroelastic
solver, accounting for both the basic aerodynamic solver as well as the interface of
the aerodynamic and structural model. Afterwards, the linearisation of the aeroelastic
system is explained, starting with the basics of linear state-space models, which will
then be used for the derivation of the aerodynamic and finally the whole aeroelastic
model. Chapter 4 includes a documentation of the verification and validation of the
linearisation. The verification of the aerodyamic model is done by the application of an
unsteady vortex lattice solver in the time domain, the aeroelastic model is verified by
a modal solver. Furthermore, the linearised method is validated using the aeroelastic
flutter analysis solver SOL145 in Nastran. The results of the Pazy wing test case are
presented subsequently, with an introduction of the key features of the model at first,
followed by the steady static coupling simulations. In addition, the influence of large
deformations on structural properties as well as the results of the aeroelastic stability
analysis are discussed later on. A validation of the test case with computational re-
sults contributed by other members of the Large Deflection Working Group concludes
Chapter 4. Finally, a conclusion and an outlook for future research on the topic of this
thesis are given in Chapter 5.
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2.1 Introduction to Aircraft Aeroelasticity

The interaction of aerodynamics, inertial and elastic forces are described in the subject
of aeroelasticity. Besides various examples from nature, aeroelastic phenomena also
occur in many areas of technology. Due to the flexibility of (especially modern) aircraft
structures, structural deformations induce additional aerodynamic forces, which in turn
result in additional structural deformations. These interactions may result in a stable
state of equilibrium, but may also tend to cause static or dynamic instabilities under
certain conditions. In the history of aviation, the first recorded aeroelastic phenomenon
appeared on the Handley-Page 0/400 bomber in 1916, which encountered tail flutter.
While this aircraft was a biplane construction, the first aeroelastic wing problems
occurred mainly due to the development of monoplanes with higher speeds at the
end of World War I and led to first specific aeroelastic investigations. Since then
rapid technological advances in aerospace engineering have brought new challenging
problems to light, so that aeroelastic effects have had a major influence on aircraft
design. Nowadays, this is the case in the design of structural members as well as in
mass distribution, lifting surface planforms and control system design [12, 13].

In general, aeroelasticity can be divided into static and dynamic aeroelastic
problems. The former include phenomena where interactions between aerodynamic
and elastic forces are involved. In addition, the latter are referred to as phenomena
involving interactions among inertial, aerodynamic and elastic forces. The various
problems have been classified by Collar [14] by means of a triangle of forces, as seen
in Fig. 2.1. Therein, aerodynamic, elastic and inertial forces are placed at the vertices
of a triangle and the different aeroelastic phenomena are located depending on the
forces involved. Thus, static aeroelastic problems, such as divergence, lie outside
of the triangle, whereas dynamic problems, for example flutter, lie within the triangle.
Although all of these phenomena have to be considered in the design process, some
of them may be more important than others [12].
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Figure 2.1: Collar’s aeroelastic triangle of forces [12]

In case of static aeroelasticity, one of the most common problems is wing tor-
sional divergence. Considering a straight wing with the centre of twist located behind
the aerodynamic centre, the torsional divergence speed is reached, when the "incre-
ment in aerodynamic torsional moment due to an arbitrary increment in twist angle is
exactly equal to the increment of elastic restoring torque" [12]. Exceeding this speed
causes the increment in aerodynamic torsional moment to exceed the increment in
elastic restoring torque, resulting in static instability of the wing. A common approach
to raise the divergence speed is to move the centre of twist forward to reduce the
distance between centre of twist and aerodynamic centre. Another important effect of
static aeroelasticity is control system reversal. For example, a downward or upward
deflection of the aileron normally leads to increased or decreased lift on the wing,
hence producing a rolling moment. However, the aileron deflections also cause an
elastic deformation of the wing (wing twist due to an additional aerodynamic moment
caused by a change of camber), resulting in a decrease or increase of angle of attack.
This counteracts the desired effect of the aileron deflection and reduces the rolling
moment. While the wing twist moment increases with increasing speed, the elastic
restoring torque remains constant. It is obvious that there exists a speed similar to
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the divergence speed, where aileron deflections will not produce a rolling moment any
more and thus is called aileron reversal speed. When this speed is exceeded, the
effect of ailerons is actually reversed [12].

Figure 2.2: Airload distribution on swept rigid and elastic wing for same total lift [12]

Taking into account the increased use of highly flexible structures in aerospace
industry, load distribution is also becoming increasingly important. Especially large
deformations of the structure may cause a redistribution of airloads and lead to a
very different lift distribution than that computed assuming complete rigidity, as can
be seen in Fig. 2.2. Under consideration of a wing with the centre of twist behind
the aerodynamic centre, the lift at the aerodynamic centre and the resulting torsional
moment tend to twist the wing and thus increase the angle of attack. This raises the
lift further, causing another increment in twist. The increments of twist and lift become
smaller, reaching a stable equilibrium known as static aeroelastic equilibrium, as long
as speed remains below the divergence speed. For a swept wing, as shown in Fig. 2.2,
the centre of pressure is shifted towards the root of the wing due to the deformations,
whereas in case of a straight wing like the Pazy wing, loads are redistributed mainly
outboard of the wing, which is discussed in Section 4.2 and following [12].

In terms of dynamic aeroelasticity, flutter is maybe one of the most important
aeroelastic phenomena. In general, flutter can be described as an "unstable self-
excited vibration in which the structure extracts energy from the air and often results in
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Figure 2.3: Lift components due to different phasing of bending and torsion motion [13]

catastrophic structural failure" [13]. The classical binary type of flutter is caused by an
unfavourable coupling of two modes of vibration due to the associated aerodynamic
forces. When some critical speed, called flutter speed, is reached, any initial distur-
bance results in structural oscillations, which are damped out below the flutter speed.
Above the flutter speed, normally one of the modes becomes undamped and growing
oscillations occur, often leading to structural failure. Typical forms of flutter involve two
interacting modes, e.g. wing bending/torsion as shown in Fig. 2.3, wing torsion/control
surface or wing/engine. To prevent flutter or increase the flutter speed, common mea-
sures include an increased stiffness, especially torsional stiffness and adjustments in
mass distribution. Besides flutter, there are another two important phenomena that
should be mentioned when speaking of dynamic aeroelasticity. One of these is called
buffeting, which can be described as highly-frequent vibrations, for example in the
tail due to aerodynamic impulses from the wing wake, often encountered by fighter
aircraft during high speed pull-up manoeuvrers. At last, dynamic response problems
have to be considered primarily in the structural design. The two main problems of this
category are gust and landing problems, with the gust condition usually controlling the
strength condition in large aircraft [12, 13].

Since this thesis deals with the development of a method for stability analysis of
highly flexible wings, the next sections will focus on the effect of wing flexibility on lift
distribution. Furthermore, a brief overview on different methods of flutter prediction will
be given.
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2.1.1 Static Aeroelastic Behaviour of a Flexible Wing

In the following, a flexible rectangular wing fixed at the root with semi-span s, chord c,
a symmetric airfoil section and the flexural axis at distance ec behind the aerodynamic
centre is considered. The wing torsional stiffness is GJ and with application of the
aerodynamic strip theory, the lift curve slope is given as aw. For simplification, the
wing twist is assumed to be linear by the relation [13]

θ =
y

s
θT , (2.1)

with θT being the twist at the wing tip and y being the variable coordinate in spanwise
direction. Accordingly, the twist increases with distance from the wing root. Using
aerodynamic strip theory, the lift of an elemental strip can be determined by

dL = q c aw

(
θ0 +

y

s
θT

)
dy , (2.2)

where q is the dynamic pressure and θ0 is the wing root incidence. Thus the lift also
increases with distance from the wing root. The calculation of the total lift on the wing
is done by integrating over the wing semi-span and is used for further derivation of the
elastic tip twist, finally resulting in

θT =
3q ec2s2aw

6GJ − 2q ec2s2aw
θ0 . (2.3)

As already mentioned above, the aerodynamic torsional moment will overcome the
elastic restoring torque when divergence is reached, causing the twist to tend to infinity
and the structure to be destroyed. The critical divergence speed or dynamic pressure
is given by

qw =
3GJ

ec2s2aw
. (2.4)

It can be seen, that the divergence speed can be increased either by reducing the
distance ec between flexural axis and aerodynamic centre or increasing the torsional
rigidity GJ . If the flexural axis lies on or before the aerodynamic centre, the aero-
dynamic moment is zero or becomes negative, thus no divergence will occur. From
a design point of view, however, only the first two measurements can be used and
therefore divergence always has to be taken into account in the aeroelastic design
process. With the wing twist being determined, the lift distribution can be determined
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by calculating the lift per unit span, which is found as

dL

dy
= q caw

(
1 +

3 (q/qw)

2 (1− (q/qw))

y

s

)
θ0 . (2.5)

Again, the total lift is computed by integrating Eq. (2.5) along the wing semi-span.
A closer look reveals that the lift per unit span is linear dependent on the spanwise
coordinate and increases along the wing span. The linearity is due to the assumption
of a linear relation between twist and spanwise coordinate in Eq. (2.1) and is basically
only valid for simple wing shapes, e.g. rectangular wings subjected to a single tip
loading. For a highly flexible wing undergoing large deformations, which is subject of
this thesis, it is obvious that the wing twist behaves in a strongly nonlinear manner,
as can be seen in Section 4.2. The increment in lift is then no longer only dependent
on the incremental twist, but also affected by the change of local incidence due to the
wing bending deflection. However, the above equations and theoretical fundamentals
have been included for the sake of completeness and to give an overview on simple
divergence estimation. Although the explained method is not applicable to very flex-
ible wings, the principles of divergence and wing twist are also valid for an elastic
rectangular wing. Further derivations can be found in reference [13].

2.1.2 Standard Flutter Speed Prediction Methods

Over the years a range of different methods for flutter prediction has been developed,
which will be briefly discussed in this section. Therefore some additional principles of
unsteady aerodynamics have to be mentioned first. Considering a two-dimensional
airfoil with chord c at a small initial angle of incidence α and air speed V , the effect of
an instantaneous change in angle of incidence ∆α = α/2 is investigated. In case of
a quasi-steady aerodynamic model, the lift would instantaneously increase to the new
lift value caused by the change of incidence. When an unsteady model is used, the lift
instantaneously changes to half of the additional lift due to ∆α, as shown in Fig. 2.4a.
The lift then increases asymptotically, reaching 90% of the steady value approximately
15 semi-chords behind the change of incidence. This time dependent change of lift
due to a change of incidence can be modelled with Wagner’s function. In the next
step, the airfoil is now considered in sinusoidal pitch oscillation with frequency ω. For
this particular case it is seen that the magnitude of the unsteady forces is reduced
(compared to the quasi-steady forces) and a phase lag is introduced between the
airfoil motion and the unsteady forces. In addition, the magnitude of forces decrease
and the phase lag changes with increasing frequency, according to Fig. 2.4b. The
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(a) Wagner’s function (b) oscillating airfoil

Figure 2.4: Change of lift due to an instantaneous change in angle of incidence (a)
and comparison of unsteady and steady lift for airfoil pitch oscillation at
different reduced frequencies (b) [13]

amplitude and phase lag changes are a function of the so-called reduced frequency
k, which describes "the number of oscillations undergone by the airfoil during the time
taken for the airflow to travel across the chord of the airfoil, multiplied by 2π" [13]. It is
found by

k =
ωb

V
=
ω

V

c

2
, (2.6)

where b is the semi-chord and V is the air speed. The changes in amplitude and phase
between the sinusoidal unsteady aerodynamic forces and the quasi-steady forces are
modelled using the complex Theodorsen’s function C(k). Shown in figure Fig. 2.5, the
real part or magnitude of Theodorsen’s function decreases as k increases, while the
imaginary part or phase lag increases until k = 0.3 and is then reduced again.

Based on the provided background material, a short overview of the flutter
equations in general and some specific methods for flutter calculation in particular
shall be presented. The classical or general form of aeroelastic equations of motion
considering both the aerodynamic forces and the structural equations is [13]

Aq̈ + (ρVB +D) q̇ +
(
ρV 2C +E

)
q = 0 , (2.7)

with A, B, C, D, E being the structural inertia, aerodynamic damping, aerodynamic
stiffness, structural damping and structural stiffness matrices, while q are the gener-
alised coordinates, usually in modal coordinates. Here, the aerodynamic matrices B
and C are dependent on the reduced frequency and thus have to be recalculated for
each reduced frequency. In order to determine the stability of the aeroelastic system
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Figure 2.5: Graphic representation of Theodorsen’s function [13]

or the system frequencies and damping ratios respectively, an eigenvalue analysis is
applied on Eq. (2.7). Since this is an oscillatory system, the eigenvalues λ appear in
conjugate complex pairs of the form

λj = −ζjωj ± iωj
√

1− (ζj)2 ; j = 1, 2, ..., N . (2.8)

In this case, ωj represent the system’s natural frequencies and ζj represent the damp-
ing ratios for N degrees of freedom. A positive real part of the eigenvalues means that
the system becomes unstable, while the system remains stable as long as all real parts
of the eigenvalues are negative. The mode shapes in terms of generalised coordinates
can be extracted from the corresponding eigenvectors, which also occur in conjugate
complex form and therefore represent complex modes. Finally, the determination of
the aeroelastic stability of a system is done by solving the eigenvalue problem of
the flutter equation for a range of different air speeds or altitudes, followed by the
calculation of the corresponding frequencies and damping ratios. These are then
plotted in frequency and damping trends or so-called V-ω and V-g plots, shown in
Fig. 2.6, and the flutter speed is determined either by eye, by trial and error from the
air speed at which zero damping ratio occurs or by interpolation [13].

One drawback of the illustrated method is that it does not account for the aero-
dynamic stiffness and damping matrices being dependent on the reduced frequency,
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Figure 2.6: Frequency and damping trend for the bending and torsion mode of an
aircraft wing [12]

as mentioned earlier in this section. Considering this dependence, the eigenvalue
problem of Eq. (2.7) cannot be solved any more, since the relevant B and C matrices
cannot be formed unless the reduced frequency is known, which in turn is a result of
the solved eigenvalue problem. Therefore, a frequency-matching approach has to be
used, with the two commonly used methods briefly described here. In case of the k
method, a harmonic solution is introduced into the flutter equation. For each reduced
frequency of interest, the corresponding B and C matrices are calculated and the
eigenvalue problem is solved to find the complex eigenvalues λ. Then the frequencies
and damping ratios are determined and allocated to the corresponding air speed using
Eq. (2.6) for the reduced frequency. This sequence is repeated for all relevant reduced
frequencies and the frequency and damping ratios are afterwards summarised in V-g
and V-ω plots, giving an indication of the aeroelastic stability [13].

The basic assumption of a harmonic motion and the resulting introduction of
artificial damping has led to many discussions in the industry. It is known that the
frequency and damping ratios produced by the k method are inappropriate to describe
the system behaviour, if the damping ratio is not equal or close to zero [15]. Therefore,
another frequency matching approach, called the p-k method, has been developed.
For each air speed and mode of interest, the frequency of the mode is estimated at
first and the corresponding reduced frequency is calculated. The matrices B and C
are determined afterwards, followed by the calculation of the frequencies using the
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solution of the eigenvalue problem. Taking the frequency solution closest to the initial
guess and using it as a new estimate, this sequence is repeated until the frequency
converges. With the damping ratio obtained from the converged solution, this is done
for all modes and air speeds of interest. After finishing this process, the V-g and V-ω
trends can be plotted for the correct reduced frequencies and the flutter speed may
be found where the damping is zero. While both the k and the p-k method provide
the same results regarding the flutter speed, it comes to differences in the subcritical
behaviour below the flutter speed [13].

Unfortunately, all methods presented for flutter estimation are tied to the assump-
tion of an undeformed or minor deformed wing and are thus not suitable for highly
flexible wings. On the one hand, a significant change of the wing geometry due to
large deformations clearly leads to a change of both the magnitude or distribution (cf.
Fig. 2.2) and the direction of aerodynamic forces (follower force problem). On the
other hand, geometrically nonlinear displacements have a considerable impact on the
structural properties, e.g. the natural frequencies and the mode shapes of the wing.
As these aspects also cause a change of the dynamic behaviour, their consideration is
crucial for the correct determination of the stability of the aeroelastic system. Hence,
over the last years there have been several studies to modify existing methods or
to develop new approaches for the aeroelastic stability analysis of wings with large
deformations, which also account for geometrical as well as structural nonlinearities. A
short overview on the most recent works will be given at the beginning of Section 3.2.
The p-k method, however, is used in Section 4.2.5 as part of the Nastran SOL145
aeroelastic analysis for validation of the proposed method.

2.2 The Vortex Lattice Method

As already mentioned before, the aeroelastic solver used for this thesis combines a
vortex lattice method (VLM) with a nonlinear finite element (FE) solver. The principles
of VLM theory are presented in this section while the basics of nonlinear FE methods
will be covered in Section 2.3.1. Although a variety of different aerodynamic methods
exists, there are several reasons for the usage of a VLM in an aeroelastic toolbox
[16]:

• It is computationally less expensive and faster than other solutions such as Euler
or CFD codes, which typically require high mesh resolutions.
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• The method represents a medium-fidelity tool that incorporates 3D effects and
interferences between wakes and lifting surfaces, that are neglected in 2D strip
theory.

• The results are insensitive to large deformations in contrast to the doublet lattice
method (DLM), which is a linear method restricted to small out-of-plane displace-
ments.

Due to the long and successful history of the vortex lattice method, a wide range of
literature is available. The principles drawn upon in this thesis are mainly based on
the comprehensive work of Katz and Plotkin [17]. Since the formulation of the stability
analysis in Section 3.2 is based on the unsteady VLM, this will be addressed first.
The conversion of the unsteady formulation for the particular case of steady flows is
described afterwards.

Considering the flow conditions of the investigated wing, several assumptions
can be introduced to simplify the fluid dynamic conservation laws. The flow field is
characterised by low air speeds with Mach numbers below 0.3, thus it is regarded as
incompressible. Furthermore, high Reynolds numbers are expected so that the vis-
cosity only has a minor influence and can therefore be neglected. This also excludes
the effect of boundary layers and the flow field is seen to be irrotational. Supposing an
incompressible fluid, the continuity equation can be reduced to

∇ · u =
∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 , (2.9)

where u is the flow velocity vector with its components u, v and w along the Cartesian
axes x, y and z. If an irrotational and inviscid flow is assumed, the vorticity is set to
zero. Under these conditions it is then possible to obtain the velocity at each point of
a flow field by the gradient of the so-called velocity potential φ:

u = ∇φ =
∂φ

∂x
+
∂φ

∂y
+
∂φ

∂z
. (2.10)

This equation can be combined with the continuity equation Eq. (2.9) and the velocity
potential is found by the linear differential equation

∇ · u = ∇ · ∇φ = ∇2φ = 0 , (2.11)

which is also known as Laplace’s equation. This elliptic differential equation can
be used to calculate the velocity field of an inviscid, incompressible and irrotational
flow. Although it is not necessary to apply a no-slip boundary condition on a solid-

15



2 Theoretical Fundamentals

fluid boundary due to the neglect of viscosity, the solution of Eq. (2.11) leads to a
boundary problem. In case of aerodynamic problems the boundary conditions have to
be defined on all solid surfaces and at infinity. For solid walls the boundary condition
is specified so that there is no normal flow through the solid surface on the boundary.
The second boundary condition states that the disturbances due to a body moving
through a fluid at rest vanish at infinity. When the flow determined is exterior to the
body and a space-fixed reference frame is used, these boundary conditions represent
the Neumann exterior problem which is

∂φ

∂n
= n · uB on body, (2.12a)

∇φ→ 0 at infinity. (2.12b)

Here, ∂φ∂n denotes the normal derivative of the velocity potential, n the surface normal
vector and uB the velocity on the surface. Since the velocity field itself cannot be used
directly for the calculation of aerodynamic forces and moments, the pressure distribu-
tion has to be obtained from the velocity field first. A general solution for Laplace’s
Equation can be derived applying one of Green’s identities. This implicates that the
solution of Eq. (2.11) is possible by using a distribution of elementary solutions, e.g.
sources or doublets, on the boundaries of the problem. While this elementary solutions
fulfil the boundary condition Eq. (2.12b) of decaying disturbances at infinity, the velocity
becomes singular at the location of the elements themselves. For the problem solution
it is then only necessary to find a distribution of the so-called singularity elements,
which fulfils the (zero) normal flow condition in Eq. (2.12a). Thereby the specific form
of Laplace’s Equation allows both the use of one singularity element and a linear
combination of two different singularity types. With the flow field being discretised by
singularity elements influencing each other, the problem finally reduces to a set of
algebraic equations [10]:

AIC · Γ = RHS . (2.13)

The normal component of the velocity induced by each element at certain control
points, called collocation points, is expressed by the aerodynamic influence coeffi-
cients matrix AIC. On the other hand, the boundary conditions, namely the zero
normal flow condition and the Kutta condition are enforced in the right hand side
RHS, where the Kutta condition states: "The flow leaves the sharp trailing edge
of an airfoil smoothly and the velocity there is finite" [17]. Thus Eq. (2.13) can be
interpreted to mean that the normal flow through the solid surface has to be cancelled
by the velocities induced due to the chosen singularity elements. The equation solved
for the circulation Γ of each element, which can then be used to calculate pressures,
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aerodynamic loads and velocity components respectively.
Besides the source and doublet elements, the velocity potential can also be

formulated for a point vortex with a tangential velocity component only and a decay
behaviour similar to that of two-dimensional source elements. This foundation is used
in the case of the vortex lattice method, where the singularity elements are horseshoe
vortices or vortex rings. Since the aerodynamic solver described later in Section 3.1.1
uses the vortex ring formulation, the following explanations will focus on this particular
method. Therefore, a thin wing planform with infinitesimal thickness and a free wake is
assumed, divided into N quadrilateral surface panels and Nw additional wake panels
containing rectilinear vortex rings, as shown in Fig. 2.7. Each vortex ring consists of
a closed vortex line, with the leading segment located on the panel’s quarter chord
line and the collocation point at the centre of the three-quarter chord line. While the
location of the leading segment at the quarter chord line is due to satisfy the two-
dimensional Kutta condition, the panel normal vector is defined at the collocation point.
The circulation Γ of the vortex segments is used to model the lift of each panel and is
defined positive according to the right-hand rotation convention.

Figure 2.7: Lifting surface and (steady) wake discretised by vortex rings [17]

When the discretisation of the flow domain and the grid generation is finished, the
zero normal flow condition is enforced. The normal component of the velocity contains
the self-induced velocity, the kinematic or rigid body velocity and the wake-induced
velocity. While the latter two are known and can therefore be moved to the right-
hand side of Eq. (2.13), the former can be expressed by a combination of influence
coefficients. In general, the calculation of this influence coefficients is based on the
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Biot-Savart law for the velocity induced at a point P by a straight vortex segment,
which is found by

∆u =
Γ

4π

dl× r
r3

, (2.14)

where dl denotes the direction of the segment and r is the distance between the vortex
segment and point P. As the Circulation Γ is still unknown at this point of the solution
progress, a uniform strength vortex with circulation Γ = 1.0 is used for evaluating the
induced velocities. The influence coefficients aij represent the normal component of
these velocities and can then be determined using the relation

aij = uij(Γj = 1) · ni , (2.15)

with uij being the velocity induced at collocation point i by a unit vortex at point j,
and ni being the panel normal vector at the collocation point. The right hand side
RHS of the equation is established by enforcement of the zero normal flow boundary
condition on the surface body and contains all kinematic velocity components of the
wing. This includes the rigid body motion of the wing and the velocities induced by
the wake vortices, as well as any velocity due to an elastic deformation of the wing or
encountered gusts:

RHSi = − (V rb,i + V wake,i + V gust,i + V elastic,i) · ni . (2.16)

With both the aerodynamic influence coefficients and the boundary conditions sum-
marised in the AIC matrix and the RHS vector respectively, Eq. (2.13) can be rewritten
as a set of algebraic equations:

a11 a12 . . . a1m

a21 a22 . . . a2m

...
...

. . .
...

am1 am2 . . . amm





Γ1

Γ2

...

Γm


=



RHS1

RHS2

...

RHSm


. (2.17)

Here, the shape of the AIC matrix is m × m, which will become important in the
derivation of the linearisation. This equation is solved for the unknown circulation Γi

of each panel, which in turn can be used to determine the local pressure distribution
and loads. The calculation of aerodynamic forces will be presented in Section 3.1.1,
as this is part of the specific implementation of the aerodynamic solver used.

In order to describe an unsteady flow field, the solution process presented has
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to be embedded into a time stepping loop with time step size ∆t. Beginning with
the first time step only the lifting surface is discretised and there are no free wake
elements. During the second time step the wing travelled some distance and a wake
panel with a vortex strength equal to its circulation in the previous time step is shed
by the trailing edge vortex panel, as shown in Fig. 2.8. This procedure is repeated

Figure 2.8: Wake shedding procedure for unsteady lifting surface discretised by vortex
rings [17]

at each time step, generating a new row of wake vortex rings with the length of the
wake vortex ring being dependent on the velocity of the wing and the time step size.
The strength of the wake vortex rings remains unchanged once they have been shed.
Hence, this model inherently fulfils the Kelvin theorem, according to which the total
circulation surrounding both the wing and the wake remains unchanged:

DΓ

Dt
=

1

∆t
(Γairfoil + Γwake) = 0 . (2.18)

In summary, for each time step the calculations explained above are performed, start-
ing with the determination of the AIC matrix. Once all steps are done and the wake has
been shed, the solution sequence is repeated for the next time step. However, as long
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as the wing is not deformed, the AIC matrix evaluated during the first time step remains
valid for all following time steps. Thus, its calculation only needs to be performed once
and can be neglected in the further process in order to save computational costs. A
detailed illustration of an unsteady solution sequence is included in Section 3.1.1.

In case of a steady flow field being examined, the time loop and wake shedding
procedure are obsolete and the strength of all wake vortex panels is equal to the
shedding trailing edge panel (see Fig. 2.7). The wake vortices can therefore be seen
as horseshoe-like vortices with side vortex lines parallel to the free-stream, since the
spanwise vortex lines cancel each other. Using the Kutta-Joukowski theorem, the lift
of each bound vortex ring can be found by

∆Li,j = ρV∞ (Γi,j − Γi−1,j) ∆yi,j , (2.19)

where V∞ denotes the free-stream velocity, Γi−1,j denotes the circulation of the adja-
cent upstream vortex segment and ∆yi,j is the panel bound vortex projection normal
to the free-stream. The indices i and j are the chordwise and spanwise counters of
the panels respectively.

2.3 Structural Dynamics

So far only a general introduction to aircraft aeroelasticity has been given and aerody-
namic modelling using the vortex lattice method has been addressed. The principles
of structural dynamics are therefore presented in the following. Since this thesis deals
with the nonlinear aeroelastic analysis of a highly flexible wing, the focus will be on
nonlinear finite element methods at first. Besides an overview on different types of
nonlinearities, the fundamentals of nonlinear static analysis are described. In addition,
the specific case of a modal analysis on a preloaded structure with large deformations
will be discussed. The section is then concluded with a detailed description of the
modal approach in structural-dynamic equations, which will be used for the proposed
method of stability analysis in Section 3.2.

2.3.1 Nonlinear Finite Element Methods

Since its development in the mid 1950s finite element procedures have become a
standard tool in engineering analysis. Accordingly, today a large number of software
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solutions is available for almost every type of problem, however this section concen-
trates on the basics of static structural analysis. In case of a linear analysis of a
structural problem, the finite element formulation is based on several assumptions.
The displacements and strains of the structure are considered to be very small and
the material as linearly elastic. Furthermore it is assumed that the boundary conditions
do not change when forces are applied to the finite element assemblage. The finite
element equilibrium equations then result in

Ku = f , (2.20)

where the displacement vector u is defined as a linear function of the applied load
vector f [18]. Assuming a linear elastic material the stiffness remains constant and
the stiffness matrixK is independent from both displacements and loads. The linearity
of this equation indicates that an increase of loads results in a proportional increase
not only of displacements, but also of stresses and strains. Once the stiffness matrix
is determined, the structural response to many different load-cases can be evaluated,
making this method a simple and very cost effective-way of analysis [19].

However, it is obvious that the simplifications made for linear analysis, e.g. small
displacements, no longer apply when flexible structures undergoing large deforma-
tions are concerned. Additionally, in many cases the deflections and strains cannot be
related linearly to the loads. Therefore it is necessary to perform a nonlinear analysis
which accounts for these effects. The stiffness can then not be considered constant
any more, but changes due to the deflection of the structure. This leads to a change
of the structural response, which in turn affects the stiffness. In order to solve this
problem, nonlinear analysis methods are based on incremental solution schemes,
where the calculation is divided into steps with increasing load factor and the stiffness
matrix is updated after each step. A very generic example for the differences between
linear and nonlinear analysis is shown in Fig. 2.9. Here, a follower tip force emulating
the resultant of non-conservative aerodynamic forces is applied to a cantilever beam
with 1 m span. The deformation of the beam due to different load factors is determined
using a linear and a nonlinear FE method. As can be seen, the two methods lead to
significant differences regarding the displacements in the y and z direction, especially
at high load factors. While the length of the beam remains constant with the nonlinear
approach and a displacement in z is related to a displacement in the y direction, there
are no horizontal displacements of the beam nodes in the linear approach. This can be
attributed to the usual assumption of small deformations in linear analyses and results
in an artificial extension of the beam with increasing tip load. In case of the beam
representing an aircraft wing, this would lead to an increase of the wing area and in
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where f represents the externally applied nodal point forces at the incremental load
step n and r represents the internal nodal point forces corresponding to the finite
element stresses. This equation must be fulfilled for the current deformed geometry
as well as for the next state. Considering an incremental load step n+1 the equilibrium
is defined as

f (n+1) − r(n+1) = 0 . (2.22)

When the solution at load step n is already known and the applied forces f (n+1) are
assumed to be independent of the deformations, the internal forces can be expressed
using

r(n+1) = r(n) + ∆r . (2.23)

Here, ∆r denotes the increment in nodal forces due to the increase of element dis-
placements and stresses between load step n and n+ 1. The internal force increment
can be determined using the linear relation

∆r = K(n)∆u , (2.24)

with ∆u being the vector of incremental nodal displacements. The tangent stiffness
matrix K(n), which is related to the current geometric and material characteristics at
load step n, is found as

K(n) =
∂(n)r

∂(n)u
. (2.25)

Introducing these equations into Eq. (2.22) yields the following linear relation:

K(n)∆u = f (n+1) − r(n) . (2.26)

This equation is solved for ∆u and the exact displacements at load step n + 1 corre-
sponding to the applied loads f (n+1) can then be obtained by

u(n+1) = u(n) + ∆u . (2.27)

It is important to note that Eq. (2.24) only represents an approximation for the in-
crement in nodal forces due to element stresses. Depending on the load step size
the results may be very different from the actual solution or even be unstable if the
sequence presented above is only performed once per load step. Therefore the
introduction of an iterative solution process is necessary, usually based on the Newton-
Raphson method. In this case the total displacements u(n+1) calculated are used for
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another solution of the same load step n. The above equations become

K
(n+1)
(i−1) ∆u(i) = f (n+1) − r(n+1)

(i−1) , (2.28a)

u
(n+1)
(i) = u

(n+1)
(i−1) + ∆u(i) , (2.28b)

where i = 1, 2, 3, ... denotes the iteration loop and the initial conditions are

u
(n+1)
(0) = u(n); K

(n+1)
(0) = K(n); r

(n+1)
(0) = r(n) . (2.29)

For the initial iteration loop i = 1 the right hand side of Eq. (2.28a) is not in balance
due to the internal forces caused by element stresses. This results in an increase and
update of the nodal displacements, which is repeated until the increment in displace-
ments is small and a predefined convergence criterion is satisfied [18].

Another important point of nonlinear analysis is the calculation of the tangent
stiffness matrix K(n+1)

(i−1) . A proper and regularly updated tangent stiffness matrix is
crucial for fast convergence and few iteration loops, but its evaluation is also a com-
putational costly process. Stiffness update strategies usually are variations of the
modified Newton’s method, where the tangent stiffness matrix is only updated at the
beginning of each load step, for example in the Newton-Raphson method. However,
a detailed description of the different methods available is beyond the scope of this
thesis and can be found in references [18] and [19].

In general, the typical formulation used for nonlinear analysis depends on the
nonlinear effects involved, with three different sources being identified [19]:

• Material Nonlinearities describe a nonlinear relation between stresses and
strains, e.g. metal plasticity, where large strain can influence the material be-
haviour.

• Geometric Nonlinearities include large displacements and are caused by non-
linear relations between strains and displacements, as well as between stresses
and forces.

• Nonlinear Boundary Conditions, where either the forces vary due to the struc-
ture’s displacement, which is called follower force problem, or the boundary
conditions change due to motion and contact to another structural component.

For the investigation of a highly flexible wing, as it is subject of this thesis, espe-
cially the latter two are of great interest. Regarding large deformations there are
two distinct types of problems. In case of large displacements and small strains,
the nonlinearities in the stress-strain law can be neglected and only the nonlinear

24



2 Theoretical Fundamentals

relations between strain and displacements are taken into account. When it comes
to large displacements and large strains, the stress-strain relation is also considered
nonlinear. Furthermore, in terms of geometric nonlinearities two different approaches
are usually defined to describe the kinematics of deformation. Both are based on the
Lagrangian method, where the finite element mesh is fixed to the material and moves
with it through space. While the total Lagrangian approach uses the original unde-
formed state as a reference for the equilibrium formulation, the updated Lagrangian
approach uses the configuration of the previous load step. The former is mainly used
for nonlinear elastic problems and creep or plasticity problems with large rotations and
small strains. The latter is suitable for analyses involving plasticity and large strains as
well as contact problems [19].

Figure 2.10: Nastran nonlinear SOL400 flow chart [19]
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As it has been already mentioned, the aeroelastic solver used couples a VLM
with the commercial FE solver MSC Nastran. The FE simulations are performed using
the nonlinear solution sequence SOL400. Therefore the nonlinear solution parameters
are set in the bulk data entry of the Nastran input file. Besides the required input of
the number of load increments, it is also possible to define the method for controlling
stiffness updates, the maximum number of iterations per load increment, as well as
different convergence criteria or error tolerances. Additionally, the bulk data entry
also contains the geometric nonlinearity formulation. In MSC Nastran both the total
and updated Lagrangian method are available and can be selected by the user. If
no selection is made, Nastran will choose the most sufficient method based on the
finite element model and the type of analysis. Once the simulation is started, the
solution sequence proceeds corresponding to the flow diagram shown in Fig. 2.10.
The total load is increased in small steps and for each incremental load step the
nodal load vector and tangent stiffness matrix are determined. Afterwards the element
stresses due to the new displacements are calculated and the solution is checked for
convergence. The iteration procedure is repeated with the updated total displacement
vector as long as the convergence criterion is not satisfied. When convergence is
achieved, the next load increment is applied until the model is solved for the full load.
A short description of the nonlinear solution parameters used for the simulations of the
Pazy wing is included in Section 4.2.1.

2.3.2 Normal Modes Analysis

The nonlinear static analysis described in the previous section is important for de-
termining the static aeroelastic equilibrium in Section 4.2.2. Another very essential
part of the FE simulations performed is the identification of the modal properties of
the system, since these are needed as an input for the proposed method for stability
analysis. Therefore the natural frequencies and mode shapes are extracted by using
an eigenvalue analysis. In general, the natural frequencies describe the frequencies
at which the structure naturally tends to vibrate. Each natural frequency is associated
with a corresponding mode shape, called normal mode of vibration, which describes
the deformed shape of a structure when it oscillates at the associated natural fre-
quency. It should be noted that the natural frequencies and modes are dependent on
the structural properties and boundary conditions. Considering a change in structural
properties, the natural frequencies change while the mode shapes remain unaltered.
In contrast, a change of the boundary conditions leads to a modification of both the
frequencies and mode shapes. As it has already been pointed out, the structural
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properties change when the system is undergoing large deformations. Hence, for
the analysis of very flexible wings it is necessary to determine the normal modes
and frequencies in respect to the deformed rather than the undeformed state. The
eigenvalues to be determined are defined by the solution of the undamped linear
dynamics problem [19]

(K − ω2
iM)Φi = 0 ; (i = 1, . . . , n) , (2.30)

where K is the stiffness matrix, M is the mass matrix, ωi represents the i’th natural
frequency (square root of eigenvalue), Φi the corresponding eigenvector and n is the
number of eigenvalues. For a modal analysis of a preloaded structure, the latest
updated tangent stiffness matrix is used instead of the initial stiffness matrix. In MSC
Nastran this specific type of normal modes extraction is included in SOL400 and is
performed after a static analysis. Here, a number of different methods is available for
the solution of the eigenvalue problem, with the Lanczos algorithm probably being the
most commonly used. The selection of the desired method, the number of modes to
be determined and the frequency range of interest, as well as other settings for the
modal analysis is made in the bulk data entry of the Nastran input file [19]. Similar
to the static analysis, the setup of the modal analysis for the Pazy wing test case is
included in Section 4.2.3.

2.3.3 Modal Approach in Generalised Coordinates

The structural analysis methods presented so far cannot be used directly for the stabil-
ity analysis of a highly flexible wing. The nonlinear static analysis already implemented
as part of SOL400 in the aeroelastic solver is used to compute the steady aeroelastic
equilibrium points. The results of the normal modes analysis at these preloaded
equilibrium states, which is not implemented in the original solver, are taken as an
input for the proposed method. While the aerodynamics will later be derived from the
vortex lattice method (see Section 2.2), a modal approach in generalised coordinates
is used to describe the dynamic response of the system. Therefore this method is
explained in the following.

In general, the calculation of dynamic response becomes very computationally
intensive as the number of degrees of freedom (DOFs) increases. Furthermore,
structures discretised by finite elements can easily contain more than ten-thousand
DOFs and can only be solved with considerably computational effort even when using
high-performance computers. These difficulties can be avoided by coordinate trans-
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formation from physical into generalised coordinates. This leads to a reduction of
number of DOFs and decouples the individual equations of motion of the system.
Thus the dynamic response of a system with n physical DOFS can be described by
a decoupled system of equations with N generalised DOFs, where N � n. The
equation of motion for a multi degrees of freedom system without damping in physical
coordinates yields [20]

Mẍ+Kx = f , (2.31)

where ẍ and x denote the second time derivative of the displacement vector (accel-
eration) and the displacement vector respectively, f denotes the force vector, while
M and K again represent the mass and stiffness matrix. Using the homogenous
equation of motion

M ˆ̈x+Kx̂ = 0 , (2.32)

and applying the approach
x̂ = ŷ eλt , (2.33)

where ŷ is a complex amplitude and λ is an arbitrary complex parameter, results in

[
λ2M +K

]
ŷ eλt = 0 . (2.34)

Assuming that eλt 6= 0 and by neglecting the trivial solution ŷ = 0, this can be reduced
to the characteristic equation

|λ2M +K| = 0 . (2.35)

By solving this relation the eigenvalues λi = ±iωi and thus the natural frequencies ωi
(i = 1, 2, . . . , n) are obtained. The eigenvectors ŷi = Φi can then be determined by
introducing the eigenvalues into Eq. (2.34). For the transformation into generalised co-
ordinates it is assumed that the structural displacements of the system during external
excitation can be represented by superposition of the displacements of the different
natural modes. This can be expressed by the modal approach

x(t) = Φ q(t) =
n∑
i=1

Φi qi(t) . (2.36)

The modal matrix Φ column-wise includes the displacements of the physical degrees
of freedom corresponding to the different natural modes. In addition, q is called the
generalised coordinates vector, which contains the factors of the linear combination
representing the contribution of each mode to the dynamic response of the system.
Unfortunately the total number of natural frequencies and modes is equal to the num-
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ber of physical DOFs of the system. In the general case of external excitation, how-
ever, a sufficient description of the system’s dynamic response can also be obtained
by superposition of only the lowest frequent modes. As a rough estimate, for the
calculation of the dynamic response in the frequency between 0 and f the natural
modes in the frequency range between 0 and 2f should be considered in the modal
approach. Using this approximation, the number of DOFs used for describing the
system behaviour can be significantly reduced by using a smaller number of modes N
instead of the total number of modes n, where N � n. Eq. (2.36) can also be applied
to the velocity and the acceleration vector, which are found by

ẋ(t) = Φ q̇(t) , (2.37a)

ẍ(t) = Φ q̈(t) . (2.37b)

The introduction of those equations and Eq. (2.36) into the general equation of motion
in Eq. (2.31) results in the equation of motion in generalised coordinates:

M̄ q̈ + K̄ q = f̄ or (2.38a)
N∑
s=1

M̄ rs q̈s +
N∑
s=1

K̄rs qs = f̄r ; (r = 1, 2, . . . , N) . (2.38b)

Here, M̄ and K̄ are the generalised mass and stiffness matrices respectively and f̄
represents the vector of generalised forces. These are defined by

M̄ = ΦTM Φ ,

K̄ = ΦTKΦ ,

f̄ = ΦTf .

(2.39)

If the modal approach is applied using the natural modes of a system, the generalised
mass and stiffness matrices exist in diagonal form. This is also the case for the
generalised damping matrix D̄ if the physical damping matrix is assumed to be a
linear combination of the mass and stiffness matrix. The damping is then referred to
as modal or Rayleigh damping

D = αM + βK , (2.40)
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and the equations of motion of the dynamic system can be represented in a set of N
decoupled equations

M̄q̈ + D̄q̇ + K̄q = f̄ or (2.41a)

M̄ rr q̈r + D̄rr q̇r + K̄rr qr = f̄r ; (r = 1, 2, . . . , N) . (2.41b)

The transformation of physical into generalised coordinates consequently leads to a
substantial simplification of the system description [20].

2.4 Fluid-structure Interaction

In general, it is possible to develop aeroelastic models by simplification and continuous
approximation of the aerodynamic and structural model, similar to the principles shown
in Section 2.1. These approaches, however, are not sufficient for modelling complex
non-uniform configurations such as real aircraft structures [13]. Thus, more advanced
discrete methods for modelling aerodynamics and structural dynamics were presented
separately. For the purpose of aeroelastic analyses the aerodynamic and structural
models have to be combined in an efficient way to determine static and dynamic aero-
elastic behaviour. Therefore a short overview of different approaches for simulating
fluid-structure interaction (FSI) is given in this section. Apart from the aeroelastic
analysis of flight vehicles, FSI simulations have become increasingly important in the
flutter prediction of turbo machinery, in parachute dynamics and especially in medical
engineering in recent years. Nowadays, two distinct methods are available for the
solution of FSI problems. The monolithic approach directly considers the interaction
between structure and fluid flow by solving the flow and structural equations simulta-
neously. Therefore the entire solid and fluid domain is discretised by a global system
of nonlinear equations, which can be solved e.g. by Newthon-Raphson iterations. In
contrast, the structural and fluid dynamic equations are solved separately in the parti-
tioned approach, with the solution in the flow domain remaining unchanged while the
structural solution is calculated and vice versa. The use of two distinct solvers enables
the application of different and more efficient solution techniques for each domain
while preserving software modularity at the same time. On the other hand, this method
requires a coupling interface for the data exchange between the different solvers [21].
Furthermore, an approach for the temporal coupling of the disciplines is necessary for
unsteady simulations. Although monolithic solvers outperform partitioned solutions in
some cases in terms of computational cost and accuracy, the partitioned approach is
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still mainly used in aerospace industry [13, 22]. In aeroelastic analyses, structural
components are usually modelled using finite elements, whereas numerical panel
methods, e.g. vortex or doublet lattice methods, are used for calculating aerodynamic
forces. The integration of high-fidelity methods such as computational fluid dynamics
(CFD) methods, however, is primarily limited to scientific research due to the high
demands on computational capabilities [13].

The aeroelastic solver used for this work is based on the typical industrial (par-
titioned) approach, coupling a vortex lattice code with a finite element solver. Since
both solution methods are applied independently, another methodology is required
to transfer the data between the aerodynamic and the structural model. A detailed
description of the coupling interface is therefore included in Section 3.1.2.
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3 A Linearised Method for Aeroelastic
Stability Analysis

Based on the theoretical principles presented in the previous sections this chapter
addresses the development of a method for stability analysis for highly flexible wings.
The goal is to use the existing solver for steady static coupling simulations and then
to linearise the whole aeroelastic system at static equilibrium points with large defor-
mations. Since the proposed method will be implemented into the framework of the
aeroelastic solver, a description of this is presented at first. This includes both some
important features of the specific vortex lattice implementation as well as aspects of
the coupling interface between aerodynamic and structural model. The linearisation
itself is explained in Section 3.2 and formulated using a linear state-space model. After
a brief introduction to the basics of linear state-space models, the following sections
will focus on the derivation of the linearised aerodynamic and structural model, and
finally the whole linearised aeroelastic system.

3.1 The Aeroelastic Solver

The aeroelastic solver used was developed by Ritter [8] at the Institute of Aeroelas-
ticity at DLR Goettingen. Its main parts are written in the Python programming lan-
guage, with some parts using Fortran for the calculation of the AIC matrix applying
the Biot-Savart law. In addition, the code makes use of the NumPy and SciPy li-
braries, which provide efficient functions for numerical calculations with large, multi-
dimensional matrices. A number of different types of solvers is available, whereas
in this thesis the unsteady aerodynamic solver, the steady aeroelastic solver and the
unsteady aeroelastic modal solver are used. Besides, it is also possible to perform
trim simulations or flight dynamic aeroelastic simulations of a free-flying aircraft. The
simulation setup is defined in an input file, containing all aerodynamic and flight dy-
namic parameters as well as several settings for the structural solution. The data of
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the structural model is provided in a separate file depending on the chosen structural
solver.

3.1.1 Basic Aerodynamic Solver

The aerodynamic solver uses a vortex lattice implementation with vortex rings, which
has already been discussed in detail in Section 2.2. The calculation of forces, however,
was neglected so far and will be covered in the following instead, since this part of the
implementation differs from the original vortex lattice method. In this particular case,
the calculation of the aerodynamic forces FA

i is based on the method by Mauermann
[23] and yields [8]

FA
i = FA

S,i + FA
U,i . (3.1)

The steady forces FA
S,i can be calculated by

FA
S,i = ρ∞ Γeff,i (V RB,i + V gust,i + V elastic,i)× ri , (3.2)

where ρ∞ is the fluid density and ri is a vector of length b equal to the quarter
chord line of the corresponding aerodynamic panel i. Furthermore, Γeff,i denotes the
effective circulation, which is either the difference of the circulation of the correspond-
ing aerodynamic panel and the adjacent panel in chordwise downstream direction.
Otherwise it is the circulation of the corresponding panel itself, if the panel is located
at the leading edge. The unsteady aerodynamic forces FA

U,i are found as

FA
U,i = ρ∞Ai

∂Γi
∂t
ni , (3.3)

with Ai being the area of the i-th panel, Γi the bound circulation and ni the normal
vector. From Eq. (3.2) and Eq. (3.3) it can be observed that the steady forces act
perpendicular to the quarter chord line and the direction of the total velocity vector,
while the unsteady forces act along the normal vector of the panel. However, both
steady and unsteady forces act at the centre of the panel’s quarter chord line or
the centre of each bound vortex ring respectively. In the original implementation
developed by Ritter [8] a second-order backward scheme was used to determine the
time derivative of the circulation. Subsequent investigations showed that this method
causes an instability of the solution sequence under certain conditions. As a result,
an additional first-order backward scheme was implemented and also used for the
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simulations in this thesis,
∂Γi
∂t
≈

Γni − Γn−1
i

∆t
, (3.4)

where the superscript n represents the current time step and ∆t the time step size.
Besides the calculation of aerodynamic forces, the treatment of the wake shall

also be discussed at this point. The time stepping procedure for an unsteady aero-
dynamic problem has already been described in Section 2.2. Considering the RHS
vector as shown in Eq. (2.16), it can be seen that the wake induced velocities are
also taken into account, i.e. the bound circulation of the wing is influenced by the
wake. Since a new wake row is shed every time step, this becomes computationally
demanding with an increasing number of time steps and thus a long wake is part of
the solution. According to the Biot-Savart law in Eq. (2.14) the influence of a vortex
segment on a point P decreases with the square of the distance r between the vortex
segment and this point. Hence, it is possible to truncate the wake when a predefined
length is reached in order to save computational costs, as the influence of wake rows
far behind the wing can be neglected. In addition, the wake can be relaxed which
means that it moves with the local induced velocities. This is used to simulate wake
roll-up, e.g. for roll-up of wingtip trailing vortices, but is not applied in this thesis to
speed up calculations.

As it has been mentioned earlier in this section, the steady aerodynamic forces
computed act perpendicular to the sum of all velocity contributions. By means of this,
no drag components are included in these forces. Instead the induced drag FA

D,i is
calculated separately using the relation [8]

FA
D,i = ρ∞ Γeff,i (V bodystreamwise,i + V wake,i)× ri . (3.5)

Nevertheless, the vortex lattice method does not account for viscous drag forces.
In the aerodynamic solver used, this problem is circumvented by approximating the
viscous drag forces using the drag polars of the wing’s airfoil [8]. For this thesis,
however, the calculation of drag forces was neither considered for the simulations
of steady aeroelastic equilibrium points nor for the implementation of the method for
stability analysis. Finally, the flowchart of the unsteady vortex lattice implementation
is shown in Fig. 3.1. Important parameters, such as onflow velocity, angle of attack
or time step size, as well as the definition and discretisation of lifting surfaces are
included in the input file, called para file. The grid generation and the evaluation of the
AIC matrix are part of the initialisation process. Afterwards, the RHS vector including
all velocities induced at the collocation points is established. The system can then
be solved for the circulation Γi of each aerodynamic panel, followed by secondary
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solution is obtained by the steady vortex lattice implementation, whereas the struc-
tural solution is computed separately using the MSC Nastran FE solver. As already
discussed in Section 2.4, this partitioned approach requires a coupling interface to
exchange data between both solvers. The application of two different solvers also
leads to the problem of two different and independent models. In this particular case,
the aerodynamic forces FA are evaluated at the centre of the quarter chord line of
each panel within the vortex lattice method. However, the nodes of the structural
model are not coincident with the quarter points of the VL grid, but are, in most
cases, located at different positions. Thus, the forces can not be applied directly to
the structural nodes and have to be transferred at first. This typical problem of fluid-
structure interaction can be solved using the following relations [8]:

uA = HuS and (3.6a)

F S = HT FA . (3.6b)

The former describes a linear mapping of the displacements of the structural nodes uS

to obtain the displacements of the aerodynamic grid points uA using the coupling ma-
trix H. The latter equation is used to transform the aerodynamic forces FA into equi-
valent forces F S applied to the structural model. For both operations the same cou-
pling matrix can be used either in normal or in transposed form. Nevertheless, it should
be noted that, in general, the transformation of loads differs from the transformation of
displacements. While displacements can be interpolated e.g. with polynomial or spline
interpolation schemes, this would lead to a change in the sum of forces in the case of
force interpolation. Instead, the coupling matrix has to account for the global conser-
vation of work as well as the correct description of the structural deformations. The
coupling matrix of the aeroelastic solver used is based on two- and three-dimensional
radial basis functions, which only evaluate the positions of the structural nodes and
the aerodynamic grid points. Radial basis functions have become a common tool
for multivariate interpolation in fluid-structure interaction, with various functions being
available for different applications [24]. In this particular solver, the thin-plate-spline
basis function for three-dimensional structural models was implemented [8].

The general workflow of the static coupling solution sequence including the
steady vortex lattice method and the static structural solution using Nastran is illus-
trated in Fig. 3.2. In addition to the setup of the aerodynamic model in the solver’s
para file, the initialisation process also includes the setup of the FE model as a pre-
processing step. For the case of a FE simulation with Nastran, this is provided in
a separate Nastran bdf input file. This file contains the model geometry defined by
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increments, methods for controlling stiffness updates or convergence criteria. In or-
der to use Nastran in this particular framework, the loads are defined in a separate
loadcard file, which is referenced in the bdf file via the include command. Another
important point in this context is the application of forces in the FE model. In most
cases it is not useful to apply forces to all available nodes when a full 3D FE model
is considered. A more viable approach is to select the nodes that are expected to be
directly affected by aerodynamic loads. With this method a more accurate description
of the load conditions in the real model can be achieved. The extraction of these so-
called coupling nodes is done in the preprocessing step after the FE model has been
set up. The coupling node IDs and coordinates are provided in a separate file, which is
referenced along with the Nastran bdf file in the para file. If a coupling model is used,
it is important to note that the coupling matrixH is only evaluated for the aerodynamic
grid points and the coupling nodes. Although the same coupling matrix can be used for
both operations in Eqs. (3.6a) and (3.6b), in this particular case two coupling matrices
are employed. This is necessary as the forces transferred to the coupling nodes of
the structural model are evaluated at the quarter points of the aerodynamic model.
In contrast, the displacements obtained from the structural model are interpolated
onto the aerodynamic grid (panel corner points). The transformation of forces to the
coupling nodes is therefore performed using the coupling matrix Hf . In addition, the
coupling matrix Hd is applied to interpolate only the displacements from the coupling
nodes to the aerodynamic grid. Thus, the displacements of the coupling nodes have
to be extracted from the Nastran results file after the structural solution is completed.

When the preprocessing is completed, the simulations begins with calculating
the AIC and the coupling matrix. Then the steady vortex lattice solution sequence
computes the induced velocities to set up the RHS vector and solves the equations
for the panels circulations. The aerodynamic forces are calculated as a function of the
circulation and transformed into equivalent structural forces using the coupling matrix.
At this point the forces are written into the Nastran loadcard and a subprocess ex-
ecutes Nastran with the bdf file. Once the Nastran solution is completed, the structural
deformations of the coupling nodes are extracted from the Nastran f06 solution file and
interpolated back onto the aerodynamic grid. Since a steady vortex lattice method is
used here, no wake shedding routine is required. After an update of the grid metric
and an optional update of the AIC matrix, the solver checks for convergence of the
structural solution. For this purpose the difference between the sum of deformations
from the current and the previous solution is compared to a structural residual defined
in the para file. If the solution is converged, the results are written into multiple output
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files. Otherwise, a new iteration loop is started until the convergence criterion is
reached.

3.2 Linearisation of the Aeroelastic System

In the following sections a method for aeroelastic stability analysis of highly flexible
wings will be derived. As already mentioned in Section 2.1.2, the presented methods
to predict flutter do not take into account wings undergoing large deformations. Due to
the fact of flight vehicles becoming increasingly more elastic, considerable efforts have
been made in the last years to extend existing and develop new methods. Notable
early works include the studies by Cesnik, Hodges and Patil in 1998 [26] and 2001
[27], which developed a low-order nonlinear aeroelastic analysis tool to investigate
the effect of aerodynamic and structural nonlinearities on aeroelastic stability. A more
recent study on geometrically nonlinear aeroelastic stability analysis of a very flexible
wing is found in reference [28]. Here, the loads for the structural nonlinear static
analysis are computed using the steady vortex lattice method, similar to the static
coupling solution used in this thesis. In contrast, a nonplanar doublet lattice method
is applied to calculate the unsteady aerodynamic loads for the flutter equations. A
different approach to determine the stability of an aeroelastic system is presented in
references [16] and [29]. In these cases, the unsteady VLM is transformed into a
discrete-time state-space model, which is integrated into a coupled aeroelastic frame-
work along with a model for flexible-body dynamics. The nonlinear formulation of this
framework allows for fully nonlinear aeroelastic simulations in the time domain, while
a linearisation of the equations leads to a monolithic discrete-time state-space model
for the aeroelastic system. This linear state-space model is used for stability analysis
solving an eigenvalue problem.

In this thesis a similar approach is used for the proposed method of stability
analysis. At first, the goal is to create a linear state-space model for the aerody-
namic model, where equations will be derived from the unsteady VL implementation.
Afterwards, the linearisation of the structural response using a modal approach in
generalised coordinates is straightforward. Once both aerodynamics and structural
dynamics are represented by linear state-space models, these can be combined and
integrated into a monolithic linear state-space model to describe the system’s aero-
elastic behaviour. The basics of linear state-space models are therefore explained in
the following.
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state x and the input vector u. An important feature of this equation is time invariance,
as both functions are not dependent on time. The properties of time invariant systems
do not change with time, i.e. when an input u(t) results in an output y(t), a time shifted
input u(t + ∆t) results in an output y(t + ∆t). If g and h are linear functions of x and
u, the system is called a linear state-space system and defined by the relations

ẋ = Ax+Bu , (3.9a)

y = Cx+Du . (3.9b)

Here, matrix A is called the dynamics matrix, B the control matrix, C the sensor
matrix and D the direct term, where all matrices are constant. It is important to note
that, in many cases, the output vector is not directly affected by the input vector and
thus there exists no direct term. Since the system described is both time invariant and
linear, it is referred as a linear time invariant or LTI system.

So far, the state-space equations have been presented in the continuous-time
formulation. Under certain conditions, however, it may be more effective to describe
the system’s behaviour at discrete time steps. In this case, the definition of the system
states remains unchanged, but the change of states is now evaluated for each time
step. This type of systems is called discrete-time systems and is defined by the
difference equation

xn+1 = g (xn,un) , yn = h (xn,un) , (3.10)

with n = 0, 1, 2, . . . denoting the time step, xn the state vector, un the input and yn

the output vector at time step n. When a linear discrete-time system is considered,
Eq. (3.9a) and Eq. (3.9b) become

xn+1 = Axn +Bun , (3.11a)

yn = Cxn +Dun , (3.11b)

where the matrices A, B, C and D are constant again and named similarly to the
continuous-time approach [30].

In general, the stability of linear systems is divided into internal and external
stability. External stability is achieved when a limited input signal results in a limited
output signal. On the other hand, a system is called internally stable if the rate of
change of states ẋ(t) for any initial state x0 tends to zero at t→∞. For this thesis only
the internal stability is of interest, since in a flutter analysis the linearised aeroelastic
state-space model depends exclusively on the system’s states. The internal stability

41



3 A Linearised Method for Aeroelastic Stability Analysis

of such a system is only dependent on the dynamics matrix A and can be determined
using the eigenvalues λ of this matrix. These can be found solving the equation

det (λI −A) = 0 . (3.12)

In this case det (λI −A) is called the characteristic polynomial. A linear system is
internally stable, if all eigenvalues λi of matrix A have a strictly negative real part:

Re λi < 0 ; (i = 1, 2, . . . , n) . (3.13)

If any eigenvalue of A has a positive real part, the system is considered internally
unstable. It is notable that this stability criterion is only valid for continuous-time
systems. In the case of a discrete-time LTI system, internal stability is achieved if
all eigenvalues of A in the complex z-plane are located within the unit circle. Thus the
magnitudes of all eigenvalues have to be smaller than one:

|zi| < 1 , (3.14)

where zi denotes the eigenvalues in discrete-time formulation to avoid confusion with
the eigenvalues from a continuous-time system. However, the continuous-time eigen-
values and their corresponding eigenvectors can be used not only to determine the
stability of the system, but also to describe the oscillation that might occur. The
eigenvalue describes the change of the solution with time, which is often referred to as
a mode of a system. Although theAmatrix is real-valued, the eigenvalues can appear
in the complex form

λi = σi ± iωi , (3.15)

where their real parts σi indicate the decay ratios and the imaginary parts ωi indicate
the frequencies for each mode. In addition, the corresponding eigenvector of the
eigenvalue or mode describes the shape of the oscillation and is therefore called a
mode shape of the system. Similar to the eigenvalues, the eigenvectors v can also
appear in complex form:

vi = ui ± iωi . (3.16)

If both the eigenvalues and eigenvectors of a system are known, the system’s re-
sponse for any initial condition can be described using a linear combination of the
modes of the system [30, 31].
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3.2.2 Derivation of the linearised Aerodynamic Model

Based on the previously presented theoretical fundamentals and details of the aero-
elastic solver, a method for aeroelastic stability analysis of highly flexible wings will
be developed in the following. The basic idea of this method is first to determine
the static aeroelastic equilibrium of the wing using the aeroelastic solver described in
Section 3.1.2. Afterwards the dynamic response of the wing to small flow disturbances
around this equilibrium can be modelled by means of a linear state-space system. This
state-space system should be able to describe the aeroelastic behaviour of the wing
and thus must include an aerodynamic and a structural model. Therefore, the state-
space system for the aerodynamic model will be derived first, based on the unsteady
vortex lattice implementation presented in Section 3.1.1.

Building a state-space system usually begins with the identification of the state
variables of the system. These should allow a complete description of the system’s
motion. Considering the aerodynamic model of an aeroelastic system, relevant vari-
ables might be the aerodynamic forces interacting with the structure. In case of
the vortex lattice method, however, it can be seen that the aerodynamic forces are
functions of the circulation Γ. The basic formulation of the vortex lattice method in
Eq. (2.13) in combination with the RHS vector in Eq. (2.16) yields

AIC · Γb = RHS = − (V rb + V wake + V gust + V el) · n . (3.17)

Here, Γb denotes the circulation of bound panels, V rb the rigid body velocity (onflow
velocity in a windtunnel test case), while V wake and V el are the velocities induced by
the wake and an elastic deformation of the wing. Since the effect of gusts is not taken
into account in the stability analysis, the gust induced velocities V gust will be neglected
in the following. The wake induced velocities can be calculated as

V wake = WIC · Γw , (3.18)

where WIC is called the wake influence coefficients matrix, which is determined in
a similar way to the AIC matrix, but includes the influence coefficients of the wake
vortices with circulation Γw on the collocation points of the bound vortices. The
introduction of Eq. (3.18) into Eq. (3.17) and solving for Γb leads to

Γb = −AIC−1 · (WIC · Γw + V rb + V el) · n . (3.19)
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Using this equation, the circulation of the bound panels can be expressed by the
circulation of the wake panels. Thus, the steady aerodynamic forces AF s, as well
as the unsteady aerodynamic forces AF u, can be described as a function of the
wake circulation, as will be shown later on. The wake circulations can therefore be
regarded as the states that describe the motion of the system. The state vector at
the current time step n is accordingly designated Γnw in the following. At this point
it has to be decided, whether the system should be formulated as a discrete-time
or continuous-time state-space model. Since the unsteady VLM already uses a time-
stepping procedure with discrete time steps it seems reasonable to use a discrete-time
state-space model for the further derivation. In this case the system is specified to find
the solution of the next time step. The evolution of the wake circulation is defined
by the wake-shedding process that is described in Section 2.2 and consists of two
different operations. In the first step the wake vortex rings are shifted by one panel in
downstream direction and a new row of wake vortex rings is created at the trailing edge
of the wing. Afterwards, the circulation from the wing trailing edge row is transferred
to this new wake row. This routine can be written as

Γn+1
w = M b · Γnb +Mw · Γnw , (3.20)

whereM b is the matrix for transferring the bound circulation from the trailing edge row
andMw is the matrix for shifting the wake rows. The result of this equation is the wake
circulation at the next time step Γn+1

w . Substitution of Γb using Eq. (3.19) results in

Γn+1
w = −M b ·AIC−1 · (WIC · Γnw + V rb + V el) · n+Mw · Γnw , (3.21)

with M b, Mw, AIC−1 and WIC being constant matrices. Hence, the wake circula-
tion Γn+1

w during the next time step is only a function of the current wake circulation
Γnw, the velocities V rb and V el, as well as the panel normal vectors n. Referring to the
basic formulation of discrete-time state-space models, which is

xn+1 = Axn +Bun , (3.22)

only the variables of the input vector un have to be defined, since the state vector xn

has already been designated as Γnw. Accordingly, only the velocities V rb, V el and the
panel normal vectors n are available as input variables. As the model will be used
to describe the dynamic behaviour at a static aeroelastic equilibrium, the rigid body
velocity V rb can be assumed constant. For this reason, the velocity V el and the panel
normal vectors n are chosen to be part of the input vector due to the elastic motion
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of the wing while V rb will be included in the control matrix B. Eq. (3.21) can then be
rewritten in matrix notation:{

Γw

}n+1

=

[
Mw −M b ·AIC−1 ·WIC · n

]
︸ ︷︷ ︸

AA

·
{

Γw

}n
︸ ︷︷ ︸

Ax

+

[
−M b ·AIC−1 · cV rb −M b ·AIC−1 · n

]
︸ ︷︷ ︸

AB

·


n

cV el


n

︸ ︷︷ ︸
Au

.
(3.23)

This equation describes a state-space system in discrete-time formulation, as shown
in Eq. (3.22). The index c indicates that the velocities are related to the collocation
points of the aerodynamic panels. It can be seen that n appears both in the AA and
in the AB matrix, although it is defined as an input of the system. Due to the linear
character of the system the amplitudes of the described motion and thus the changes
in the normal vectors are assumed to be small. In this case the assumption of constant
normal vectors in matrices AA and AB seems appropriate. Furthermore, the effect
of a change in the normal vectors is also taken into account, since n is a part of the
input vector. At this point, the WIC∗ matrix is introduced, which describes the wake
induced velocities projected in the direction of the panel normal vectors:

WIC∗ = WIC · n (3.24)

The matrices AA and AB are referred to as the aerodynamic dynamics and the
aerodynamic control matrix respectively in the following and are determined by

AA =

[
Mw −M b ·AIC−1 ·WIC∗

]
∈ Rnw×nw , (3.25)

AB =

[
−M b ·AIC−1 · cV rb

T︸ ︷︷ ︸
AB1

−M b ·AIC−1 · nT︸ ︷︷ ︸
A,cB2

]
∈ Rnw×6nb . (3.26)

It should be noted that the vectors V rb and n appear in transposed form in the AB

matrix. This is necessary to bring the sub-matrices into the correct dimension for
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matrix multiplication with the input vector. The state and the input vector are

Ax =

{
Γw,i

}
∈ Rnw (i = 1, . . . , nw) ,

Au =



xnj

ynj

znj

xVel,j

yVel,j

zVel,j



∈ R6nb (j = 1, . . . , nb) ,
(3.27)

where Ax is a vector of dimension nw, which is the number of wake panels. The
vectors n and V el both have the dimension 3nb, which means three times the number
of bound panels nb due to the three coordinate directions x, y and z. Thus, the input
vector Au has the dimension 6nb. In addition, AA is a matrix of dimension nw × nw
and AB a matrix of dimension nw × 6nb. The behaviour of the system’s states over
time can now be determined completely using the equation

{
Γw

}n+1

=

[
AA

]
·
{

Γw

}n
+

[
AB1

A,cB2

]
·


n

cV el


n

. (3.28)

It is now possible to describe the resulting aerodynamic forces as outputs of the
state-space system, according to the relation

yn = Cxn +Dun . (3.29)

In the unsteady vortex lattice solver used the total forces are the sum of the steady and
unsteady aerodynamic forces. The steady aerodynamic forces AF s are given by

AF s,i = ρ · Γeff,i · (V rb,i + V el,i + V gust,i)× ri , (3.30)

where again the gust induced velocities are neglected in the further derivation. At this
point it should be noted that the index i, representing the number of the (bound) aero-
dynamic panel considered, is disregarded in the following for the sake of simplification.
The effective circulation Γeff is defined as the difference of the circulation of the
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corresponding aerodynamic panel and the adjacent panel in chordwise downstream
direction, except for the panels at the leading edge. It is calculated from the bound
circulation using

Γeff = M eff · Γb , (3.31)

with M eff being a matrix of dimension nb × nb. Introducing Eq. (3.31) together with
Eq. (3.19) into Eq. (3.30) results in

AF s = −ρ ·M eff ·AIC−1 · (WIC · Γw + cV rb + cV el) · n · (qV rb + qV el)× r

= −ρ ·M eff ·AIC−1 · (WIC∗ · qV rb × r · Γw

+
(((

((((
(((

((
WIC∗ · qV el × r · Γw

+ cV rb · n · qV rb × r + cV rb · n · qV el × r

+ cV el · n · qV rb × r + ((((
((((

((
cV el · n · qV el × r) .

(3.32)

As can be seen, the steady forces depend on the state variables Γw and the input
variables V el and n. The index q is introduced as the velocities for calculating the
aerodynamic forces are evaluated at the quarter points of the aerodynamic panels. In
contrast, the velocities in the RHS vector of the original VLM formulation (Eq. (3.17))
are related to the collocation points. This will become particularly important during the
derivation of the linearised aeroelastic model in Section 3.2.3. Eq. (3.32) shall now be
transformed into the form of Eq. (3.29) using the corresponding state vector and input
vector of the presented state-space system. Unfortunately, the isolation of velocities is
not straightforward in this case since they are linked to a cross-product with vector r.
This problem can be resolved using a so-called skew-symmetric matrix R to evaluate
the cross-product by matrix multiplication:

ri × V rb,i = Ri · V rb,i , (3.33)

with ri =


rx

ry

rz


i

, Ri =


0 −rz ry

rz 0 −rx

−ry rx 0


i

.

In addition, the two crossed-out terms appearing in Eq. (3.32) cannot be expressed
with the present linear system. One includes the product of the input V el and the state
Γw, while the other includes a quadratic part of V el. These are called higher-order
terms and are not considered in the following. The equation for the steady forces can
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then be rewritten in state-space notation as{
AF s

}n
=

[
ρ ·M eff ·AIC−1 ·WIC∗ ·R · qV rb

]
︸ ︷︷ ︸

ACs

·
{

Γw

}n

+ ρ ·M eff ·AIC−1 ·
[
cV rb ·R · qV rb

cV rb · n ·R+ n ·R · qV rb

]
︸ ︷︷ ︸

ADs

·


n

q|cV el


n

.

(3.34)

One problem concerning this equation are the dimensions of the velocity vectors,
the panel normal vectors and the skew-symmetric matrix appearing in the constant
matrices C and D. These are not compatible with the dimensions of the remaining
matrices even if they were in transposed form, as used in Eq. (3.26). In order to solve
this issue, the vector q|cV rb and n, as well as the matrix R are transformed into the
equivalent matrices q|cṼ rb, ñ and R̃ containing the entries for each panel blockwise
in diagonal form, see Appendix A.1. The steady aerodynamic sensor matrix ACs and
the sub-matrices of the steady aerodynamic direct term ADs are then defined by

ACs =

[
ρ · R̃ · qṼ rb ·M eff ·AIC−1 ·WIC∗

]
∈ R3nb×nw , (3.35)

ADs,1 =

[
ρ · R̃ · qṼ rb ·M eff ·AIC−1 · cṼ rb

T

]
∈ R3nb×3nb , (3.36)

A,qDs,2 = ρ ·
[
cṼ rb ·M eff ·AIC−1 ·

(
R̃ · ñ

)T] ∈ R3nb×3nb , (3.37)

A,cDs,2 = ρ ·
[
ñ ·M eff ·AIC−1 ·

(
R̃ · qṼ rb

)T] ∈ R3nb×3nb . (3.38)

Compared to Eq. (3.34), the order of the variables has been changed to obtain the C
and D matrices in the correct dimension for matrix multiplication with the input vector.
The steady forces can finally be determined using

{
AF s

}n
=

[
ACs

]
·
{

Γw

}n
+

[
ADs,1

A,qDs,2 + A,cDs,2

]
·


n

q|cV el


n

. (3.39)

Here, the steady force vector AF s
n is of dimension 3nb, the matrix ACs is of dimension

3nb × nw and the matrices ADs,1 and A,q|cDs,2 are of dimension 3nb × 3nb.
While the steady forces depend on the bound circulation in the original vortex

lattice implementation, the unsteady aerodynamic forces AF u depend on the time

48



3 A Linearised Method for Aeroelastic Stability Analysis

derivative of the bound circulation rather than on the bound circulation itself. These
can be determined using the relation

AF u = ρ ·Ap ·
∂Γb
∂t
· n , (3.40)

whereAp denotes the panel areas of the corresponding bound panels. Again, Eq. (3.19)
can be introduced into this equation and applying the product rule results in

AF u = −ρ ·Ap ·
∂
(
AIC−1 · (WIC · Γw + cV rb + cV el) · n

)
∂t

· n

= −ρ ·Ap ·AIC−1 ·
(
∂ (WIC · Γw + cV rb + cV el)

∂t
· n︸ ︷︷ ︸

T1

+ (WIC · Γw + cV rb + cV el) ·
∂n

∂t︸ ︷︷ ︸
T2

)
· n .

(3.41)

For simplification, the equation is divided into the terms T1 and T2, which will be treated
separately in the following. The term T1 includes the time derivative of the wake circu-
lation, which will need special treatment. Recalling the first-order backward scheme in
Eq. (3.4) as part of the unsteady vortex lattice implementation, its application on the
wake circulation leads to

∂Γw
∂t
≈ Γn+1

w − Γnw
∆t

, (3.42)

with ∆t being the time step size. In order to use this scheme in a state-space formu-
lation, the time derivative is now calculated by the difference between the next time
step n+ 1 and the current time step n. This approximation is then applied to T1, which
results in

T1 =

(
WIC · Γ

n+1
w − Γnw

∆t
+ cV̇ rb + cV̇ el

)
· n , (3.43)

where V̇ rb and V̇ el denote the first time derivative (acceleration) of the rigid body
velocity and the elastic velocity respectively. The substitution of Γn+1

w using Eq. (3.8)
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yields

T1 =

(
WIC · 1

∆t
·
(
AA · Γnw + AB1 · nn + AB2 · cV n

el − Γnw
)

+ cV̇ rb + cV̇ el

)
· n

= WIC∗ · 1

∆t
·
(
AA− I

)
︸ ︷︷ ︸

ACT1

·Γnw +WIC∗ · 1

∆t
· AB1︸ ︷︷ ︸

ADT1,1

·nn +��
�*

0 at equilibrium
cV̇ rb · n

+WIC∗ · 1

∆t
· AB2︸ ︷︷ ︸

ADT1,2

· cV n
el + n · cV̇ el

= ACT1 · Γnw + ADT1,1 · nn + ADT1,2 · cV n
el + n · cV̇ n

el .

(3.44)

In this case the terms are sorted according to the appearing state or input variables.
When the system is considered at the steady aeroelastic equilibrium, V rb is assumed
constant and thus the acceleration term V̇ rb · n is neglected. The elastic acceleration
V̇ el, however, is directly affected by the elastic velocity V el and has therefore to be
taken into account. Since V el already is a part of the input vector, it seems reasonable
to choose V̇ el as an additional input variable. The term T2 of Eq. (3.41) is treated in a
similar way:

T2 = (WIC · Γnw + cV rb + cV el) · ṅ

=((((
((((WIC · Γnw · ṅn + cV rb · ṅn +���

��cV el · ṅn ,
(3.45)

where ṅ represents the first time derivative of the panel normal vectors. It is related
to n in a similar way as V̇ el is related to V el and is also consequently assigned to
the input vector. As a result, two higher-order terms appear in T2, which cannot be
considered in the further derivation. With both terms T1 and T2 being evaluated, an
introduction of Eq. (3.44) and Eq. (3.45) in Eq. (3.41) gives

AF u = −ρ ·Ap ·AIC−1 · (T1 + T2) · n

= −ρ ·Ap ·AIC−1 ·
(
ACT1 · Γnw + ADT1,1 · nn + ADT2,2 · cV n

el

+ n · cV̇ n
el + cV rb · ṅn

)
· n .

(3.46)

Four instead of two different input variables are included in this equation. However,
the state vector only contains the wake circulation Γw and the corresponding unsteady
aerodynamic sensor matrix ACu is

ACu =
[
−ρ · 1

∆t
· ñ ·Ap ·AIC−1 ·WIC∗ ·

(
AA− I

)]
∈ R3nb×nw , (3.47)
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where I denotes an identity matrix. The sub-matrices of the unsteady aerodynamic
direct term ADu can be determined by

ADu,1 =
[
−ρ · 1

∆t
· ñ ·AIC−1 ·Ap ·WIC∗ · AB1

]
∈ R3nb×3nb , (3.48)

A,cDu,2 =
[
−ρ · 1

∆t
· ñ ·AIC−1 ·Ap ·WIC∗ · AB2

]
∈ R3nb×3nb , (3.49)

ADu,3 =
[
−ρ · ñ ·AIC−1 ·Ap · cṼ rb

T
]
∈ R3nb×3nb , (3.50)

A,cDu,4 =
[
−ρ · ñ ·AIC−1 ·Ap · ñT

]
∈ R3nb×3nb . (3.51)

The unsteady aerodynamic forces AF u can now be expressed in state-space formu-
lation using the equations presented above:

{
AF u

}n
=

[
ACu

]
·
{

Γw

}n
+

[
ADu,1

A,cDu,2
ADu,3

A,cDu,4

]
·



n

cV el

ṅ

cV̇ el



n

. (3.52)

In addition, the total aerodynamic force vector AF is obtained from the sum of steady
and unsteady forces:{

AF

}n
=

[
ACs + ACu

]
·
{

Γw

}n

+

[
ADs,1 + ADu,1

A,q|cDs,2 + A,cDu,2
ADu,3

A,cDu,4

]
·



n

q|cV el

ṅ

cV̇ el



n

.

(3.53)

This completes the derivation of the linearised aerodynamic model. Some re-
marks on the higher-order terms neglected in the derivation of the steady and un-
steady forces shall be added at this point. In case of the steady force in Eq. (3.32) both
higher-order terms include the expression V el×r. If an undeformed wing in a generic
heave motion is considered, the r vector has only one component in y and the elastic
velocity V el has only one component in z direction. The cross-product evaluated in
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both neglected terms would then result in a vector with only one component in the
x direction. Thus, the resulting forces due to these terms would mainly act in the
x direction. Since the contribution of viscous or induced drag forces has also not
been considered in the presented state-space system, no forces are modelled in the
x or flow direction respectively. This will become important for the aeroelastic stability
analysis of the Pazy wing in Section 4.2.4.

3.2.3 Derivation of the linearised Aeroelastic Model

In contrast to the derivation of the aerodynamic model, the derivation of the linear
structural model is much simpler and is therefore presented at the beginning of this
section. The integration of both models into a monolithic linear state-space model to
describe the aeroelastic system will be discussed afterwards. For the linearisation of
the structural model the spring-mass system with damping is considered once again,
as already shown in Fig. 3.3. The equation of motion for this system was

z̈ +
dż

m
+
kz

m
=

f

m
. (3.54)

As already mentioned before, the state variables to completely describe the motion of
this system are z and ż. In order to transform this equation into a state-space system,
the following substitution is introduced:

z = x1 ,

ẋ1 = x2 ,

ẋ2 = ẍ1 .

(3.55)

Using the new variables x1 and x2, the equation of motion can be expressed by two
linear equations 

ẋ1

ẋ2

 =

 0 1

− k
m − d

m

 ·

x1

x2

+

 0

1
m

 ·{f} , (3.56)

which is a linear continuous-time state-space system of the form ẋ = Ax + Bu.
However, in the present case the structural dynamics of the wing shall be modelled
using generalised coordinates rather than physical coordinates. For this purpose, the
structural displacements caused by an external excitation are expressed using the
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modal approach

x(t) = Φ · q(t) =
n∑
i=1

Φi · qi(t) , (3.57)

where the modal matrix Φ contains the displacements of the system’s different natural
modes in physical coordinates and q(t) represents the vector of the corresponding
generalised coordinates. Similar to the single degree of freedom (DOF) system in
Eq. (3.54), the equations of motion for a multi DOFs system in generalised coordinates
are written as

q̈ + M̄
−1 · D̄ · q̇ + M̄

−1 · K̄ · q = M̄
−1 · f̄

= M̄
−1 ·ΦT · f ,

(3.58)

with M̄ , D̄ and K̄ being the generalised mass, damping and stiffness matrices. In
this particular case the modal approach is based on the natural modes of the system
and Rayleigh damping is assumed, thus these matrices exist in diagonal form. This
system can be transformed into a state-space system in the same manner as shown
for the spring-mass system, which results in

q̇1

q̇2

 =

 0 I

−Ω −M̄−1 · D̄

 ·

q1

q2

+

 0

M̄
−1 ·ΦT

 ·{f} , (3.59)

with Ω = ω2 = M̄
−1 · K̄ ,

where Ω is a diagonal matrix containing the squares of all natural frequencies ω.
Some additional comments on the workflow of the specific implementation developed
for this work shall be given here, although this is explained in detail at the end of this
section. The eigenvalues λ = ω2 and the corresponding mode shapes or eigenvectors
in physical coordinates, gathered in the modal matrix Φ, will be computed by Nastran
SOL400. The eigenvalue analysis in Nastran provides two different methods for nor-
malising the eigenvectors. For this work the default option has been chosen, which
normalises the eigenvectors to unit value of the generalised mass [32]. This brings
the advantage of the mass matrix M̄ being an identity matrix and being eliminated in
Eq. (3.59). For this specific case, the state-space equation can be rewritten as

q̇1,i

q̇2,i

 =

 0 1

−Ωi −Di


︸ ︷︷ ︸

SA

·


q1,i

q2,i

︸ ︷︷ ︸
Sx

+

 0

Φi
T


︸ ︷︷ ︸

SB

·
{
SF

}
︸ ︷︷ ︸

Su

,
(3.60)
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(i = 1, 2, . . . , nm) .

The number of modes considered is designated nm, SA denotes the structural dynam-
ics matrix of dimension 2nm × 2nm and SB the structural control matrix of dimension
2nm × 3nfe. The state vector Sx contains the generalised coordinates q1 for the
considered modes and the first time derivatives of the generalised coordinates q2

which can be seen as the generalised velocities. The structural input vector sF

includes the structural force components acting on all nodes of the finite element
model and has the dimension 3nfe.

Unfortunately, the structural state-space model described with Eq. (3.60) is pre-
sented in continuous-time formulation. Due to the unsteady vortex lattice implemen-
tation used, the aerodynamic model was derived and formulated as a discrete-time
system. In order to merge both models, one of them has to be transformed from one
formulation to the other. Since the conversion of a continuous-time into a discrete-time
state-space system is easier and than vice versa, the structural model will be conver-
ted. In addition, a discrete-time aeroelastic system is more suitable for verification
using a modal solver in the time domain. The conversion of a linear continuous-time
into a linear discrete-time state-space model is performed by means of the so-called
matrix exponential. Considering the continuous-time system of the structural model in
Eq. (3.60) the equivalent discrete-time system is

q1

q2


n+1

=

[
e(∆t · SA)

]
︸ ︷︷ ︸

SĀ

·


q1

q2


n

+

[
SA
−1 ·

(
e(∆t · SA) − I

)
· SB

]
︸ ︷︷ ︸

SB̄

·
{
SF

}n
, (3.61)

with ∆t representing the desired time step size. The resulting dynamics matrix and
the control matrix are designated SĀ and SB̄.

The integration of both the structural and the aerodynamic model into a mono-
lithic aeroelastic state-space system is performed by expressing the inputs of one
system with the states of the other system. Recalling Eq. (3.28) and Eq. (3.53) of the
aerodynamic model, the inputs are the panel normal vectors n, the elastic velocity
V el and their time derivatives ṅ and V̇ el respectively. It is obvious that the normal
vectors change depending on the deformation of the wing, where the deformation can
be directly expressed using the modal approach shown in Eq. (3.57). The normal
vectors, however, are determined using the relation

n =

nm∑
i=1

∂n

∂Φi
· q1,i , (3.62)
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where ∂n
∂Φi

is the partial derivative of the panel normal vectors with respect to the
eigenvectors of the i-th mode. This expression describes the change in n due to
a small excitation of each mode around the static aeroelastic equilibrium. Since no
analytical approach for the calculation of the partial derivative was found, the derivative
is determined by

∂n

∂Φi
=
n (ε,Φi)− n0

ε
. (3.63)

In this case, n (ε,Φi) represents the panel normal vectors if the eigenvector Φi is
deflected with a small factor ε around the equilibrium and n0 the normal vectors
at equilibrium. The elastic velocity V el is obtained using the modal approach in
Eq. (3.57), but with the generalised velocity q2 instead of the generalised deflection
q1. In this context, two problems are encountered due to the different models of the
solution methods. The resulting physical coordinates are still related to the structural
grid describing the motion of the FE nodes, while the inputs V el need to be defined
at the collocation points of the aerodynamic grid. Therefore, the velocities have to
be interpolated onto the aerodynamic grid points using the coupling interface shown
in Eq. (3.6a). Afterwards, the elastic velocities must be interpolated from the aero-
dynamic grid points to the collocation points. Thus, the velocities due to the elastic
deformation of the wing can be expressed by

cV el = M cp ·Hd ·Φ · q2 , (3.64)

where Hd denotes the coupling matrix for mapping displacements between structural
and aerodynamic grid, andM cp is a matrix for interpolation from the aerodynamic grid
points to the collocation points. Using these new relations for n and V el, the evolution
of the aerodynamic state vector can finally be written as

{
Γw

}n+1

=

[
AA︸︷︷︸
A11

... AB1 ·
∂n

∂Φ︸ ︷︷ ︸
A12

... A,cB2 ·M cp ·Hd ·Φ︸ ︷︷ ︸
A13

]
·


Γw

q1

q2



n

. (3.65)

Thus the aerodynamic states at the next time step now only depend on the extended
dynamics matrix, including the additional sub-matrices A12 and A13 of dimension
nw × nm. Furthermore, the state vector has been expanded by the two generalised
coordinates of the structural state vector. However, the behaviour of the generalised
coordinates over time determined from the structural model is still tied to an external
input of the structural forces SF .
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The integration of the structural model is therefore performed in a similar manner
to the aerodynamic model. In this case, the structural forces SF are derived from the
resulting total aerodynamic forces AF by

SF = Hf
T · AF , (3.66)

where Hf is the coupling matrix for transferring the forces from the aerodynamic
grid to the structural grid. Recalling Eq. (3.53), the aerodynamic forces have been
defined as outputs of the aerodynamic state-space model and hence are related to
the corresponding state vector and input vector:

{
AF

}n
=

[
AC

]
·
{

Γw

}n
+

[
AD1

AD2
AD3

AD4

]
·



n

q|cV el

ṅ

cV̇ el



n

. (3.67)

In this context, the panel normal vectors n and the elastic velocity V el have already
been presented with respect to the generalised coordinates and can be used in a
similar way. While Eq. (3.62) can be directly applied to describe the panel normal
vectors, the elastic velocity needs to be treated in more detail. It has already been
pointed out, that the aerodynamic state-space model includes variables, which are
specified exclusively at the quarter points or the collocation points of the aerodynamic
panels. The reason for this is that the original vortex lattice method is based on the
zero-normal-flow boundary condition enforced at the collocation points. This becomes
particularly important in terms of the variables describing the dynamic response of the
system. For example, considering a panel’s collocation point located on the elastic
axis of the wing while the wing is subject to a generic pitch motion, the velocity vec-
tors of the collocation point and the corresponding quarter point will differ completely
over time. Consequently, the interpolation matrix M in Eq. (3.64) must be chosen
according to the location where the elastic velocities are evaluated. In contrast to the
integration of the aerodynamic model, two additional input variables must be handled
for the integration of the total aerodynamic forces into the structural model. The time
derivative ṅ of the panel normal vectors is obtained similar to Eq. (3.62) using the
modal approach with the generalised velocity q2. Accordingly, the elastic acceleration
V̇ el can be expressed in a similar way as the elastic velocity V el by the generalised
acceleration q3. Since this generalised coordinate is not provided by the structural
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model, the acceleration V̇ el can not be taken into account at this point. Using the
given information the single sub-matrices of the direct term seen in Eq. (3.67) and the
corresponding input variables can be expressed as follows:

AD1 · n =
(
ADs,1 + ADu,1

)
· ∂n
∂Φ
· q1 , (3.68a)

AD2 · q|cV el =
(
A,qDs,2 ·M qp +

(
A,cDs,2 + A,cDu,2

)
·M cp

)
·Hd ·Φ · q2 , (3.68b)

AD3 · ṅ = ADu,3 ·
∂n

∂Φ
· q2 , (3.68c)

AD4 · cV̇ el = A,cDu,4 ·M cp ·Hd ·Φ · q3 . (3.68d)

By means of these relations, the aerodynamic forces are defined as functions of
the structural states and are introduced into the structural state-space system. Sub-
sequently, Eq. (3.61) can be written as


q1

q2


n+1

=

A21 A22 A23

A31 A32 A33

 ·


Γw

q1

q2



n

. (3.69)

Again, the system’s dependence is reduced to a linear combination of the aerodynamic
and structural states using a dynamics matrix, whose sub-matrices are calculated by

A21

A31

 =

[
SB̄ ·Hf

T · AC
]
∈ R2nm×nw , (3.70a)

A22

A32

 =

[
SĀ+ SB̄ ·Hf

T ·
(
ADs,1 + ADu,1

)
· ∂n
∂Φ

]
∈ R2nm×nm , (3.70b)

A23

A33

 =

[
SĀ+ SB̄ ·Hf

T ·
(
A,qDs,2 ·M qp +

(
A,cDs,2 + A,cDu,2

)
·M cp

)
·Hd ·Φ

+ ADu,3 ·
∂n

∂Φ

]
∈ R2nm×nm . (3.70c)

It has to be noted that the matrices SĀ and SB̄ in discrete-time formulation still have
the same dimensions as the corresponding continuous-time matrices, which are 2nm×
2nm and 2nm×3nfe. To obtain two sub-matrices from each equation the resulting right-
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hand side matrices are halved in the first dimension. The upper half is assigned to
matrix A2x and the lower half to matrix A3x, where both matrices have the dimension
nm×nm. As both the aerodynamic and structural model are related to the same state
vector, Eqs. (3.65) and (3.69) can be finally merged to build a linear, discrete-time
state-space model for the entire aeroelastic system:

Γw

q1

q2



n+1

=


A11 A12 A13

A21 A22 A23

A31 A32 A33

 ·


Γw

q1

q2



n

. (3.71)

Using this equation it is possible to describe the aeroelastic behaviour of a highly
flexible wing at any deformed state of steady aeroelastic equilibrium. Here, the discrete-
time formulation is favourable in terms of verification as it allows for time-marching and
straightforward comparison with reference results from solvers in the time domain.
Nevertheless, during the verification of the aeroelastic model it appeared that neglect-
ing the elastic acceleration V̇ el leads to a significant decrease in unsteady forces, cf.
Section 4.1.2. As this is expected to affect the stability of the system, the integration of
the acceleration term seems mandatory for correct aeroelastic modelling. Therefore,
a method for approximating the elastic acceleration of the wing will be derived in the
following. Regarding the integration of aerodynamic forces, it has been shown that V̇ el

can be expressed by the modal approach as a function of the generalised acceleration
q3,, see Eq. (3.68d). Although this generalised coordinate is not part of the structural
state vector, it can be approximated from the generalised velocity q2 using a finite
difference approach. This method seems to be sufficient since it has already been
used for the time derivative of the circulation in the original unsteady vortex lattice
implementation. Accordingly, the first-order forward scheme in Eq. (3.42) established
during the derivation of the aerodynamic state-space model is applied and leads to

qn+1
3 ≈ q

n+1
2 − qn2

∆t
, (3.72)

which represents a first-order backward scheme to account for the state-space formu-
lation of q3 at the next time step. Both components of this equation are included in
the aeroelastic state-space model and can be easily expressed by the lowest line of
Eq. (3.71). Thus, the generalised acceleration q3 is added to the state vector of the
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system, which is then defined by

Γw

q1

q2

q3



n+1

=



A11 A12 A13 A14

A21 A22 A23 A24

A31 A32 A33 A34

A41 A42 A43 A44


·



Γw

q1

q2

q3



n

. (3.73)

The sub-matrices used to determine the new state are

A41 =

[
A31

∆t

]
∈ Rnm×nw , (3.74a)

A42 =

[
A32

∆t

]
∈ Rnm×nm , (3.74b)

A43 =

[
A33 − I

∆t

]
∈ Rnm×nm , (3.74c)

A44 =
[
0
]
∈ Rnm×nm , (3.74d)

which means that the acceleration only depends on the original three states of the
aeroelastic system. In addition, the influence of the acceleration on these original
states is specified by the sub-matrices

A14 =
[
0
]

, (3.75a)A24

A34

 =

[
SB̄ ·Hf

T · A,cDu,4 ·M cp ·Hd ·Φ
]

, (3.75b)

where A24 and A34 represent the former neglected acceleration term in Eq. (3.68d).
This completes the integration of the aerodynamic and structural model and the lin-
earisation of the aeroelastic system.

As mentioned before, the monolithic discrete-time state-space model in Eq. (3.73)
can be used in a time-stepping procedure to compute the dynamic response of the
system to small disturbances, e.g. by an initial deflection of one of the modes in the
generalised coordinate q1. This method is used for the verification of the aerodynamic
and aeroelastic state-space model. It should be noted that the steady aeroelastic
equilibrium is assumed as the initial condition for the state-space model, i.e. onflow
velocity and angle of attack are constant, the wing is at rest in a constant deformed
or undeformed shape and all state variables are set to zero. When time-marching
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is used, the state vector as well as any outputs, such as aerodynamic forces, only
represent the differences due to the dynamic response around this equilibrium. The
aeroelastic stability in terms of flutter can be determined by an eigenvalue analysis of
the dynamics matrix of the linearised state-space model, as shown in Section 3.2.1.
In this particular case, the complex eigenvalues obtained appear in the discrete-time
form z and the system is only stable if the magnitudes of all eigenvalues are smaller
than one (eigenvalues located inside the unit circle in the complex z-plane). As this
representation is not suitable for common illustration methods, such as root-locus or
V-g and V-ω plots, the eigenvalues are converted into continuous-time form by [16]

λi =
log zi
∆t

. (3.76)

Afterwards, the real parts of the eigenvalues represent the decay ratios and the imag-
inary parts represent the frequencies of the system’s modes. Although each eigen-
value and its corresponding eigenvector are related to a specific degree of freedom or
state of the system respectively, the allocation of eigenvalues and states is difficult. A
problem in this context is the number of aerodynamic states, which is the number of
all wake panels. This outweighs the number of structural states, which is three times
the number of modes considered. In general, the number of states of a state-space
system can be reduced using different methods of model order reduction. Due to the
limited scope of this thesis, this has not been realised in the current implementation,
but will be considered in the future.

Finally, the method for identification of the relevant eigenvalues is preferably
described using the flowchart of the linearised static coupling solution sequence in
Fig. 3.4. The preprocessing is similar to the static coupling solution sequence in
Fig. 3.2, except that it is now possible to define a velocity range. When prepro-
cessing is completed, the static coupling solution is performed until convergence of
the structural deformation is achieved. Here, the structural solution using Nastran
SOL400 is extended by a modal analysis on the preloaded structure following the
nonlinear static analysis. The eigenvalues and eigenvectors obtained are later used to
establish the modal matrices Ω and Φ for the state-space model. Due to the fact that
a static coupling solution sequence based on a steady vortex lattice solution is used
in combination with the state-space model derived from the unsteady vortex lattice
method, the wake needs to be treated in a special way. Since the wake of the steady
solution only consists of one row of long wake vortex rings, these are divided into a
number of equal-length wake rows to obtain a wake similar to that of an unsteady
solution. At this point it has to be mentioned that the unsteady VLM provides the most
accurate results when the length of the wake panel rows equals the length of the bound
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frequencies. These reference frequencies are either the natural frequencies obtained
from the structural modal analysis or the frequencies identified for the state-space
system of the previous velocity. The identified eigenvalues and the corresponding
eigenvectors are written into an output file and the solution sequence starts with the
next velocity or angle of attack.
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After the complete linearisation of the aeroelastic system has been presented in the
preceding sections, this chapter will focus on the verification and validation of the
proposed method. In the first section the verification of the linearised state-space mod-
els is presented, beginning with the linearised aerodynamic model using the already
existing unsteady VL solver (see Section 3.1.1) in the time domain. Subsequently, the
entire aeroelastic model is verified in a similar way using an geometrically nonlinear
aeroelastic solver. The second part of this chapter will exclusively address the results
of numerical simulations for the Pazy wing test case. Following a brief introduction
to the key features of the wind tunnel model and the general simulation setup the
results of the static coupling simulations for a number of different velocities and angles
of attack are presented. These are performed with the solution sequence described
in Section 3.1.2 and are compared to the results from Department of Aeronautics at
Imperial College London, another member of the Large Deflection Working Group.
A vital part of this thesis is the determination of the natural modes as a function of
the deformation, which is discussed afterwards. For this purpose, a modal analysis
of the preloaded structure at various aeroelastic equilibrium points, obtained from the
static coupling simulations, is performed within Nastran SOL400. The goal here is
to evaluate the influence of geometric nonlinearities due to large deformations on the
structural properties, such as natural frequencies and mode shapes. This, in turn,
affects the aeroelastic stability, which is computed using the proposed method for
stability analysis and displayed in Section 4.2.4. The results are presented for velocity
sweeps at different angles of attack and will also be compared to results from the
Imperial College group. In addition, the method for stability analysis is validated for
the undeformed wing (0 degrees angle of attack) using the aeroelastic flutter analysis
SOL145 in Nastran.
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4.1 Verification of the Linearisation

At this point, a short explanation of the difference between verification and validation
will be given as these terms are often used interchangeably. According to Aerospace
Recommended Practice ARP 4754 (Guidelines for Development of Civil Aircraft and
Systems [33]), verification is the "evaluation of an implementation of requirements
to determine that they have been met; confirms the organisation built the aircraft
system/function/item correctly". On the other hand, validation is referred to as the
"determination that the requirements for a product are correct and complete; con-
firms organisation is building the right aircraft system/function/item". Regarding the
verification and validation of simulation models as developed in this thesis, a more
accurate definition can be found in [34]. In this particular case, model verification de-
scribes the methods used to ensure that the implementation of a computational model
works correctly. Consequently, the verification of the linear state-space models will
be achieved by applying them to artificial test cases. The results are then compared
to reference data obtained from validated simulation tools which, in contrast, account
for the nonlinear effects. Nevertheless, the deviations should be small as long as the
test cases chosen are of simple nature and do not incorporate large nonlinear effects.
The purpose of model validation, instead, is to proof whether the model achieves a
desired range of accuracy in its area of application [34]. To this end, the proposed
method for stability analysis will be validated by comparing the results from the Pazy
wing test case with results obtained from a commercial aeroelastic solver and with
computational data provided by the Imperial College group.

4.1.1 Verification of the Aerodynamic Model using an Unsteady Vortex
Lattice Solver in the Time Domain

Most of the linearisation of the aeroelastic system involves the derivation of a linearised
aerodynamic model from the unsteady vortex lattice method. Thus, the verification of
the aerodynamic state-space model presented in Section 3.2.2 is addressed first. In
this thesis the general approach for verification is to use the developed discrete-time
state-space models in a time-stepping procedure and to compare the results to those
of existing solvers. For the particular case of the aerodynamic model, the reference
results are obtained using the unsteady vortex lattice solver described in Section 3.1.1.
In addition, this solver is also used to provide the inputs required for the linearised
aerodynamic model, e.g. the AIC and WIC matrices or the panel normal vectors and
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areas. This is favourable in terms of implementation as the time step size ∆t, the
(onflow) velocity V rb and the grid metric of the wake gathered in the WIC matrix are
automatically consistent between the unsteady vortex lattice solver and the linearised
aerodynamic model. The aerodynamic grid used for the following simulations is based
on the Pazy wing since it presents a very simple wing geometry with rectangular
planform, no taper, no sweep and a symmetrical airfoil. The dimensions as well as
several other characteristics of the wing design can be found in Section 4.2.1, but will
not be relevant for the verification at first.

Regarding the aeroelastic state-space model it is important that the integrated
aerodynamic model correctly models both steady and unsteady forces. The verifica-
tion test case should therefore consider an unsteady flow field, where the steady and
unsteady forces over time can be described by continuous functions. In this respect,
an instantaneous change in angle of attack, as it has been discussed concerning the
principals of unsteady aerodynamics (cf. Section 2.1.2), seems to be inappropriate
due to the expected step response (jump discontinuity) of the lift forces. In case
of the unsteady VL solver the step response would lead to artificially increased un-
steady forces, since these are determined using a first-order backward differentiation
scheme (cf. Eq. (3.4)). This effect could be observed during the verification of the
linearised aeroelastic model in Section 4.1.2 and is depicted in Fig. 4.4. The linearised
aerodynamic model, however, should provide correct results for this test case. A
more suitable approach is represented by the oscillating airfoil, whose lift forces are
illustrated in Fig. 2.4b. A modified method is chosen for the verification test case using
a generic heave motion at zero degrees angle of attack instead of a pitch motion.
This type of motion is usually not supported in the unsteady aerodynamic solver, but
can easily be realised by adding a (harmonic) vertical velocity component ∆Vz to the
onflow velocity vector V rb, which leads to

V rb =


V∞ · cosα

0

V∞ · sinα+ ∆Vz


, (4.1)

with ∆Vz = V̂ · sin (2π · f · t) . (4.2)

As can be seen, the additional velocity component is described as a harmonic function
of time with the amplitude V̂ and the frequency f . With respect to the linearised
aerodynamic model represented by Eqs. (3.28), (3.39) and (3.52) it is necessary to
define the variables of the input vector, which are the panel normal vectors and the
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elastic velocity as well as their first time derivatives. Assuming a generic heave motion
it is obvious that the normal vectors n do not change over time and can be taken
directly from the unsteady aerodynamic solver. Accordingly, the time derivative ṅ is
set to zero. Since the elastic motion of the wing is completely defined by Eq. (4.2), the
elastic velocity V el has only a z component ∆Vz. Its time derivative V̇ el can be easily
found by an analytical derivation of Eq. (4.2). The input vector of the verification test
case finally includes:

n =


0

0

1


, V el =


0

0

∆Vz


, ṅ =


0

0

0


, V̇ el =


0

0

∆V̇z


, (4.3)

with ∆V̇z = V̂ · 2π · f · cos (2π · f · t) , (4.4)

with the wing being considered in its undeformed shape at zero degrees angle of
attack. The WIC matrix and the wake circulations used for the state-space model
are determined from unsteady simulations without the elastic motion to obtain an
undeformed wake and an initial state vector Γ0

w = 0.
Using the described test case, the simulations for verification of the linearised

aerodynamic model are performed for a range of different onflow velocities V∞, am-
plitudes V̂ and reduced frequencies k. Furthermore, different discretisations of the
aerodynamic grid are applied. The reduced frequency is used here as it is a more
significant parameter in terms of unsteady aerodynamics. In this case the required
frequency f can be calculated for any given k and V∞ with Eq. (2.6). The results
from the unsteady aerodynamic solver and the linearised state-space model for two
different reduced frequencies are depicted in Fig. 4.1. For the sake of simplicity, the
evolution of the total steady and total unsteady forces in the z direction is compared
over time. As it can be seen, the steady and unsteady lift forces from both solvers
are almost coincident for each reduced frequency. Small differences appear at the
maximum amplitudes of the unsteady forces, which are possibly due to the terms
neglected during the linearisation. Overall, the maximum deviations in the unsteady
forces are in the range below 1%, while the steady forces obtained from both solvers
are exactly the same. This seems comprehensible since the neglected terms of the
steady forces only represent components in the flow or x direction respectively. Since
simulations for velocities up to 40 m/s and amplitudes of 5 m/s lead to similar results
with deviations smaller than 1% the verification of the linear aerodynamic state-space
model is completed.
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value for the generalised coordinate q1. The general setup of the simulation is similar
to the setup used for the aerodynamic model, i.e. constant onflow velocity and zero
degrees angle of attack. Using an angle of attack AoA 6= 0 would lead to a greater
effort when comparing the results since the linearised model only considers forces and
deformations around the deformed state in static equilibrium, whereas the results of
the nonlinear modal solver are always related to the undeformed state (AoA = 0). For
the modal solver, an additional input file containing the eigenvalues and eigenvectors
of the system is required. These can be obtained from the linearised static coupling
solution sequence, as they are also needed in the modal matrices Ω and Φ to establish
the structural part of the state-space model (see Eq. (3.60)). However, the verification
is firstly performed for simple test cases rather than for the real structural model. To this
end, three generic structural models with increasing complexity are generated. Two
of these are systems with a single DOF for heave and pitch respectively, representing
the wing attached to either a tension spring or a torsional spring. The third is a two
DOFs system and a combination of both single DOF systems. Again, the oscillatory
characteristics of the systems are to be defined using the reduced frequency. Hence,
the eigenfrequencies must be recalculated from the predefined reduced frequency and
onflow velocity for each system and test case. In contrast, the eigenvectors of each
system have to be determined only once, whereas the eigenvectors of the pitch DOF
system are related to an elastic axis at 50% chord.

The simulations are performed for each model with two different reduced fre-
quencies k = 0.05 and k = 0.1. A comparison of the forces for the system with
the DOF heave is shown in Fig. 4.2. The onflow velocity is 20 m/s, the reduced
frequency is 0.1 and the initial generalised coordinate is set to 0.01 which results
in an initial displacement of 0.01 m from the equilibrium position. In this case, two
different solutions have been obtained from the linearised aeroelastic state-space
model. One is computed using the original formulation in Eq. (3.71) while the other is
computed with the enhanced model considering the acceleration term in the unsteady
forces (cf. Eq. (3.73)). As can be seen, the steady forces between the nonlinear
and the linear solution are completely coincident. Regarding the unsteady forces,
the results of the model neglecting the acceleration term show significantly lower
amplitudes with a decrease of up to 47% with respect to the results obtained from
the nonlinear modal solver. On the other hand, the results of the modified model
approximating the acceleration with a finite differences approach are in very good
agreement with maximum deviations below 1%. It can be concluded that the chosen
method is sufficient for the approximation of the elastic acceleration and the result-
ing unsteady forces. Furthermore, taking into account the acceleration term seems
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mandatory, since it accounts for almost half of the unsteady forces. Generally, these
forces are out-of-phase while the steady forces are in phase with the motion of the
wing leading to a phase shift between the total aerodynamic forces and the wing
vibration. The acceleration term consequently does not have a great effect on the
amplitude of the total forces, but mainly on the phase shift. This is expected to have
an influence on the dynamic behaviour, especially as the contribution of the unsteady
forces increases with increasing reduced frequency. Thus, the neglect of the elastic
acceleration might finally lead to deviations in the stability analysis of the wing, which
should be investigated in the future.

Figure 4.2: Comparison of forces obtained by nonlinear modal solver and linear
aeroelastic state-space model for a single DOF (heave) system with
V∞ = 20 m/s, q0

1,i = 0.01 and k = 0.1

In addition to the single DOF heave model, the results of the generic two DOFs
model are depicted in Fig. 4.3. The results from the linearised solution are now ob-
tained only from the enhanced model and are also almost coincident with the nonlinear
solution. Apart from the aerodynamic forces, the development of the generalised
coordinates over time is also illustrated with q1,1 representing the heave and q1,2 the
pitch DOF of the wing. For this particular case, the predefined reduced frequency
is 0.1 (with respect to the heave motion) and the frequency ratio between pitch and
heave is ωp/ωh = 2.0. While the heave motion is noticeably damped, the amplitude of
the pitch motion remains constant due to the position of the elastic axis at 50% chord.
Similar to the forces no deviations can be observed here between the nonlinear and
linear solution. Finally, the results of the verification test case for the real structural
model are presented in Fig. 4.4. For simplification, only the lowest four natural modes
are taken into account which are the first (q1,1), second (q1,2) and third (q1,4) out-
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representing the aerodynamic behaviour are regarded as small. Thus, the verification
of the linear aeroelastic state-space model is accomplished and the proposed method
can now be applied to the Pazy wing test case.

4.2 Pazy Wing Test Case

In this section, the existing solver, which has been extended with a method for sta-
bility analysis during this thesis, is used to perform an aeroelastic analysis of the
highly flexible Pazy wing. Therefore, several aspects of the design of the Pazy wing
wind tunnel model and the corresponding FE model will be discussed in the following
section. The results of the static coupling simulations are presented afterwards in
Section 4.2.2. This is followed by a presentation of the eigenfrequencies of the wing
with respect to the deformation, which will be used to determine the influence of
structural nonlinearities on the aeroelastic stability. This is investigated in Section 4.2.4
in terms of flutter by applying the method previously developed in Section 3.2. The
validation of the results and the implemented methods are described in Sections 4.2.5
and 4.2.6.

4.2.1 Key Features of the Pazy Wing Aeroelastic Benchmark

The Pazy wing aeroelastic benchmark was developed at Technion in Israel in 2019. It
was primarily designed to undergo very large deformations of up to 50% with respect to
the wing span in wind-tunnel tests since measured data for comparable experimental
studies are still very limited. The experimental results are intended to be used for
validation of nonlinear structural models and different aeroelastic simulation tools.
Two different models were build, whereas two ribs were added at the wing root of
the second model. While the design has not been changed for the most part, both
models slightly differ in terms of their natural frequencies. Unfortunately, the first
model, called Pre-Pazy wing, was destroyed early during a wind-tunnel test campaign,
so experimental data are only available for the second model. The simulations in this
thesis, however, are performed exclusively for the Pre-Pazy wing, as the FE model for
the second wing was not yet available at the beginning of these studies.

The wing, shown in Fig. 4.5, has a span of 550 mm and a chord length of 100
mm with a symmetric NACA 0018 airfoil. To simplify the modelling for computational
methods and comparison of the results the geometry is very generic and consists of
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Figure 4.5: The Pazy wing wind tunnel model [6]

Table 4.1: Properties of the Pazy wing [6]

Property Measurement

Span 550 mm

Chord 100 mm

Area 0.055 m2

Main spar 550×60×2.5 mm

Aspect Ratio 5.5

Airfoil NACA 0018

Mass 0.321 kg

a rectangular planform without sweep, taper and dihedral. It is assembled from an
Aluminum 7075 spar of 550 mm length, 60 mm width and 2.5 mm thickness, and
a PA2200, 3D printed rib structure. This is covered by an Oralight polyester film
mainly used for radio-controlled aircraft. It is applied by ironing and shrinks once
the heat source is removed which results in a prestressing of the foil. This approach is
chosen to ensure a smooth surface of the closed profile around the wing and to prevent
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buckling even at states of large deformations. The wing-tip rod is part of the 3D printed
chassis and can be used for attaching weights to modify the structural characteristics
and thus the dynamic behaviour and the flutter speed. Important aerodynamic and
geometrical properties of the Pazy wing are listed in Table 4.1 [6, 35].

The Nastran FE model, as illustrated in Fig. 4.6, was converted from an Ansys
Workbench FE model and provided by Technion. The leading edge, trailing edge and
the tip rod are exclusively modelled by beam elements (CBEAM), while the ribs are
composed of a combination of beam and shell elements (CQUAD4, CTRIA3). On the
other hand, the main spar and the skin consist of only shell elements. However, the
shell elements do not account for the prestressing of the skin, which causes buckling
and convergence issues in nonlinear structural analyses even at very low loadings.
Therefore, the simulations in this thesis are performed for a modified model, where
the shell elements representing the skin have been removed. There are different
possibilities to include or model the influence of the skin, which have not yet been

Figure 4.6: Nastran FE model of the Pazy wing composed by beam and shell elements
representing the main aluminum spar and the 3D printed chassis; model
without Oralight skin
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implemented but will be pursued in the future. The clamping at the wing root is
modelled perfectly rigid by using single point constraints (SPC1) for all translational
and rotational DOFs. Regarding the coupling interface between the FE and the VL grid
described in Section 3.1.2, a set of structural nodes must be defined for the transfer
of forces and the interpolation of deformations. In this particular case, the 952 nodes
selected include the nodes of the outer ribs, the leading and the trailing edge. These
coupling nodes and the VL grid are depicted in Fig. 4.7 and show a good match, which
is important for a correct data exchange between both models.

Figure 4.7: VL grid, coupling nodes of the FE model selected for the transfer of
forces/displacements and 33 equidistant points used for the evaluation of
deflections

4.2.2 Static Coupling Simulations

The results presented in this section were computed using the static coupling solution
sequence described in Section 3.1.2. Since the results are to be compared to simu-
lation results from the Imperial College group, the setup of the aerodynamic solver is
based mainly on the setup of this group to achieve the best possible comparability.
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The density is set to 1.225 kg/m3 at mean sea level. For the steady VL solution
the wing is discretised with 16 chordwise and 32 spanwise equidistant panels. As
already mentioned, the wake only consists of a single row of lengthy vortex rings
whose length is set to 2000 m in order to minimise the influence of the starting vortex.
Although the wing is fixed vertically in the wind tunnel test, the direction of gravity
is assumed along the negative z direction. Regarding the nonlinear static analysis
using Nastran SOL400, the number of load increments is set to 40, while the AUTO
option was chosen for the stiffness update strategy. In this case, the most efficient
strategy is automatically selected by the programme, based on convergences rates
[32]. Furthermore, the maximum number of iterations for each load increment is
limited to 50. The structural residual required as a convergence criterion for the static
coupling solver is defined to be 5 · 10-4. The reason for this is that lower values
lead to convergence issues especially at large structural deformations. A summary of
important parameters of the static coupling simulation setup is shown in Table 4.2.

Table 4.2: Parameters of the static coupling simulation setup [6]

Angle of attack 1° - 10°

Free stream velocity 30,40,50 m/s

Density 1.225 kg/m3

Chordwise panels 16

Spanwise panels 32

Wake length 2000 m

Gravity on (z direction)

Structural residual 5 · 10-4

The simulations are performed for velocities of 30, 40 and 50 m/s and angles
of attack ranging from 1 to 10 degrees. Although the wind tunnel tests are also
performed with lower flow velocities, these conditions have been chosen to consider
the effects of geometric nonlinearities. The results of the structural deformations at 30
m/s onflow velocity are shown in Fig. 4.8, where the normalised out-of-plane deflection
∆z with respect to the wing span is plotted over the normalised spanwise coordinate
y/b. For simplification of further comparisons, the deformations are evaluated at 33
equidistant points in spanwise direction, which are located at 44.75% chord (see
Fig. 4.7). This is the case since the aeroelastic solver used by the Imperial College
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reaches approximately 47% in the z direction and 14% in the y direction. Recalling
the comparison of linear and nonlinear FE simulations (cf. Fig. 2.9), a geometrically
linear solution in this case would lead to an arbitrary extension of the wing’s span and
in turn to an increase of the wing area by more than 14%. This would finally result in
a significantly different lift distribution and deformation of the wing.

In addition to the translational displacements a method to determine the rotational
displacements at the 33 evaluation points was implemented. It is based on the so-
called Euler angles, which represent a set of three angles used to describe the orient-
ation of a rigid body in 3-dimensional Euclidean space [36]. For this particular case, the
X’Y’Z’ convention is used to describe a rotation with φ about the x axis, then a rotation
with θ about the y axis and finally a rotation with ψ about the z axis. The mathematical
definition of this convention is provided in Appendix A.2, a detailed description can be
found in reference [37]. It is important that the rotations are performed in this exact
order with respect to the local, body fixed coordinate system. The roll angle φ then
represents the global out-of-plane bending angle, which is illustrated for the 50 m/s
case in Fig. 4.11 with respect to the normalised spanwise coordinate in the body fixed
coordinate system. For an AoA of 10 degrees a maximum out-of-plane bending angle
of 38 degrees is obtained at the wing tip. However, it can be seen that the increase
in bending angle mostly appears between the clamping and approximately 50% span,
which has already been observed in the illustrations of the deflections. This leads
to the assumption that high stresses relevant to structural strength primarily occur in
this area. In addition, this is also critical in terms of static structural stability when the
prestressed skin is taken into account as the compressive stresses on the upper side
of the wing can lead to buckling.

The global pitch angle θ for all AoAs at 50 m/s onflow velocity is depicted in
Fig. 4.12. According to the convention selected, the roll rotation (bending for this
particular case) about the x axis is performed first, followed by the pitch rotation. Con-
sequently, the angle θ can be seen as the twist angle due to the torsional deformation.
The reason for this are the aerodynamic forces acting at the quarter chord line of
the wing, while the elastic axis is located at approximately 45% chord resulting in a
torsional moment. In contrast to the bending angle, a high increase of the twist angle
is detected over a range of 70 to 80% of the span. The maximum value of 2.6 degrees
is reached at the wing tip for the highest AoA of 10 degrees. It is obvious that this
twist also means an increase in local angle of attack, although the two angles are
not identical. Nevertheless, an initial guess of the increase in AoA can be obtained
by averaging the twist angles of all 33 evaluation points. This leads to a mean twist
angle of 1.7 degrees suggesting an increase of 16% in global AoA with respect to
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the wing root AoA of 10 degrees. The comparatively high magnitude of the twist
angle is a further indication that common aeroelastic computation methods are not
suitable for very flexible aircraft structures, as these are usually tied to the assumption
of displacements in a linear regime. Finally, the Euler angles are completed by the
yaw angle ψ, which represents an in-plane bending angle and is shown in Fig. 4.13.
In this case, a negative angle means a deflection in the positive x direction. As can
be seen, the influence of in-plane bending is rather small, with a maximum value of
-1.2 degrees reached again at 10 degrees AoA. Overall, a nonlinear behaviour with
respect to the (local) y coordinate is observed for all three Euler angles.
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Figure 4.14: Comparison of lift distribution for rigid aerodynamic and nonlinear aero-
elastic solution for 50 m/s onflow velocity

In conclusion, the lift distribution at the quarter line of the wing is depicted in
Fig. 4.14. Again, the normalised spanwise coordinate is related to the body fixed
frame of reference. The results are shown for both the elastic (deformed) wing com-
puted using the static coupling solver and the wing assumed to be perfectly rigid
(undeformed) computed using the steady VL implementation only. As can already be
seen at 1 degree AoA, the consideration of elasticity leads to a significant increase in
lifting loads per width and, in addition, to a redistribution towards the outer wing. This
is in good agreement with the theoretical fundamentals of flexible wings discussed in
Section 2.1. The total lift is increased by almost 30%, while the maximum lift is reached
at approximately 52% wing span. With increasing AoA, the maximum load per width
is slowly shifted in negative spanwise direction, reaching 45% span at 5 degrees AoA
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with the increase in total lift reduced to approximately 20%. This trend continues until
the maximum load is finally located at the wing root at 10 degrees AoA, where the
lift distribution of the elastic and the rigid solution are in qualitatively good agreement.
The deviations are mainly caused by the increase of lift due to the deformation, the
twist angle that occurs and the resulting additional local AoA, which has already been
discussed above. In this case, the total lift is only increased by approximately 1%.

4.2.3 Influence of Nonlinear Deformations on Modal Properties

In general, most computational methods for aeroelastic stability analysis (i.e. flutter
prediction) only consider the undeformed shape of the structure, as discussed in
Section 2.1.2. However, in the previous section it has been shown that structural de-
formation is a key parameter for the Pazy wing test case, causing significant changes
in the lift distribution and the total lift achieved. This also applies to the location of
critical strains and stresses relevant for the wing design. As has been described in
Section 2.3.2, the consideration of large structural deformations leads to a change in
structural properties, i.e. the stiffness expressed by the updated (tangent) stiffness
matrix. With regard to the large static deflections at high angles of attack and high
onflow velocities, it can be expected that the modal properties (eigenvalues, eigen-
vectors) will change significantly. In order to evaluate these changes, the eigenvalues

Table 4.3: Eigenfrequencies of the seven lowest modes of the undeformed Pazy wing

Mode Type of mode shape Nastran w/o skin [Hz] Nastran skin [Hz]

1 1st OOP bending 4.42 4.67

2 2nd OOP bending 28.98 30.63

3 1st Torsion 40.33 42.22

4 3rd OOP bending 82.41 86.87

5 1st IP bending 112.27 112.60

6
2nd Torsion + 3rd OOP
bending

133.09 137.14

7
3rd OOP bending + 2nd
Torsion

145.1 149.44
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reduced by approximately 5% when the skin is removed, which is an indication of the
skin’s contribution to the overall stiffness of the whole model. Solely the frequency of
the first in-plane bending mode is not affected by the skin. The corresponding mode
shapes of the modes presented are depicted in Fig. 4.15.

The development of the eigenfrequencies as a function of the normalised tip
displacement is plotted in Fig. 4.16 for a constant angle of attack of 5 degrees and
velocities ranging from 10 to 90 m/s. Here, the frequencies of the 1st OOP and
the 2nd OOP bending mode remain almost constant, indicating that these modes
are comparatively insensitive to the elastic structural deflection. On the other hand,
significant changes are observed in the frequency of the 1st Torsion which begins to
decrease considerably at 10% tip displacement and reaches the same value as the
2nd OOP bending mode at approximately 32% tip displacement and 50 m/s onflow
velocity. At higher velocities, the frequency keeps decreasing and approaches the

Figure 4.16: Evolution of the eigenfrequencies of the Pazy wing as function of the
deformation

frequency of the 1st OOP bending mode. A similar behaviour is shown for the 1st
IP bending mode, where a major frequency drop is already observed at small tip
displacements, but stabilises above 30% deformation. Coincidence with the 3rd OOP
bending frequency, which itself exhibits only a small decrease, is achieved at approx-
imately 11% displacement. The frequencies of the two highest modes are increasing
at small deformations, while they seem to be minorly affected at larger displacements.
Concerning the mode shapes, it has to be noted that the 1st IP bending mode shows
contributions of the 1st Torsion and vice versa as soon as small elastic deformations
occur. This might be a reason for the frequency drop of the 1st IP mode even at
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small displacements. However, the behaviour of the 1st Torsion frequency seems
to be primarily affected by geometric nonlinearities, since changes occur mainly in a
nonlinear regime above 10% tip displacement. Although no unsteady aerodynamic
forces have been considered yet, it can be assumed that coupling of the 1st Torsion
and the 2nd OOP bending mode will lead to aeroelastic instabilities.

4.2.4 Stability Analysis

Following the investigation of the modal properties as a function of the elastic deforma-
tion, the aeroelastic stability of the Pazy wing is analysed by means of the proposed
method. For this purpose the linearised static coupling solution sequence, as shown in
Fig. 3.4, is used to build the monolithic discrete-time state-space model and solve the
homogeneous eigenvalue problem for the dynamics matrix. For the following results,
the discretisation of the wing presented in Table 4.2 was adopted for the static coupling
solution. Structural damping as well as gravity were not taken into account in order
to ensure comparability with the results from another member of the Large Deflection
Group (see Section 4.2.6). With regard to the state-space model, the wake length is
set to four times the wing span. This should be sufficient as the influence of the wake
is reduced quadratically with increasing distance according to the Biot-Savart law (cf.
Eq. (2.14)). Additional parameters relevant for the stability analysis can be found in
Table 4.4. The resulting complex eigenvalues are transformed into continuous-time
formulation and filtered to extract the relevant eigenvalues of the structural states, i.e.
the generalised coordinates q1,i (see end of Section 3.2.3). In general, the entire
solution sequence, including the static coupling solution, is performed for increasing

Table 4.4: Parameters of the stability analysis setup

Angle of attack 0° - 5°

Free stream velocity 10 -120/90 m/s

Wake length 4b = 2.2 m

Wake panel rows 352

Aerodynamic
states/wake panels

11,264

Structural states 21
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velocities at constant angles of attack. Once the simulations for the velocity sweep of
an specific angle of attack have been completed, there are various ways to illustrate
the eigenvalues and the aeroelastic stability of the wing. A common method are
so-called root locus plots, where eigenvalues for different flight conditions (onflow
velocity and AoA in this case) are represented in the complex plane. According to
Section 3.2.1, the real parts (x axis) then represent the damping ratios, where the
mode is considered stable as long as the damping value is negative. In addition, the
imaginary parts (y axis) represent the frequencies of each mode.

The root loci of the Pazy wing for angles of attack ranging from 0 to 5 degrees
are depicted in Fig. 4.17. In this case, the evolution of the 1st OOP and 2nd OOP
bending mode and the 1st Torsion mode are presented as only these modes show
changes relevant for the stability. The velocity was varied from 10 to 120 m/s for the 0
degree AoA case and from 10 to 90 m/s for all other cases, due to partial convergence
issues of the static coupling solver at very large deflections of the wing. An increasing
flow velocity corresponds to a higher contrast of the dots, where the step size is set to
2 m/s. It can be seen, that the frequency and damping of all three modes considered
change significantly when the velocity is increased. Regarding an angle of attack
of 0 degrees, the frequencies of all three modes decrease, while the damping is at
first increased. However, the damping of the 1st Torsion mode is already reduced for
low velocities, then turns positive and thus the mode becomes unstable. While the
mode turns stable again at higher velocities, the 2nd followed by the 1st OOP bending
also becomes unstable at further increased velocities. Comparing the root loci for
increasing angles of attack, significant changes in the evolution of the eigenvalues are
observed. The instabilities in the 1st Torsion and the 2nd OOP bending mode seem
to occur at lower velocities. In contrast, no instabilities are detected in the 1st OOP
bending mode, which is mainly due to the smaller velocity range considered. From
3 degrees angle of attack onwards, this mode also shows an interesting behaviour
in the frequency, which increases instead of decreasing. Nevertheless, considerably
differences between the plots appear mostly between 0 and 2 degrees angle of attack,
while the eigenvalues seem to be rather insensitive at higher angles of attack.

A more detailed insight into the flutter mechanisms involved is provided by the V-
g and V-ω plots. Here, the damping ratio and the frequency of each mode considered
are presented with respect to the onflow velocity. For simplification, in the following
the trends of the different modes are identified by the dominant structural mode at low
velocities. Due to the unsteady aerodynamic forces, these are now complex modes
that may include considerable contributions of other structural modes. The plots for
the undeformed wing at 0 degree angle of attack and 10 to 120 m/s onflow velocity are
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Figure 4.18: Damping and frequency trends of the Pazy wing for 0 degrees angle of
attack and velocities ranging from 10 to 120 m/s

shown in Fig. 4.18. In this case, the critical flutter mode is obviously the 1st Torsion
mode, which shows a zero crossing in the damping plot at approximately 68 m/s and
becomes unstable. Since the frequency of this mode is decreasing and approaches
the frequency of the 2nd OOP bending mode, this instability is caused by coupling of
the 1st Torsion and the 2nd OOP bending mode. Consequently, the flutter mechanism
incorporates contributions from both modes. As the 1st Torsion mode becomes stable
again at 98 m/s, it is referred to as a so-called hump mode [38]. The 2nd OOP bending
mode, however, shows instability already at 94 m/s, although its frequency diverges
from the frequency of the 1st Torsion mode. An important difference in this context
is the ’type’ of flutter that occurs. The damping gradient of the 1st Torsion mode at
flutter onset is comparatively small, which is also called soft flutter. In contrast, the
2nd OOP mode shows a large gradient at the zero crossing. This is referred to as
hard flutter [13]. Due to the soft flutter of the 1st Torsion mode with small positive
damping values, this instability might result in a limit cycle oscillation (LCO). This
can be considered as bounded flutter, where the amplitude of the unstable motion

88



4 Numerical Simulations and Results

is limited by aerodynamic or structural nonlinearities, e.g. a change of stiffness due to
deflection [13]. An investigation of LCOs by extension of the developed state-space
model should therefore be considered for future research. The flutter onset of the 2nd
OOP mode is followed by the 1st OOP bending mode, which becomes unstable at
98 m/s. Interestingly, the frequency of this mode reaches a value of 0 Hz at 78 m/s
and remains constant, representing a non-oscillatory eigenvalue. Thus, this instability
can be be seen as a steady divergent mode. The calculation of wing divergence by
means of the proposed method will be pursued in the future since interpretation of non-
oscillatory eigenvalues is not straightforward and needs to be treated carefully [13]. At
this point, it has to be noted that the 1st IP bending mode exhibits increasing positive
damping values along the entire velocity range. As mentioned in Section 3.2.2, viscous
or induced drag forces have not yet been integrated into the linearised aeroelastic
model. Furthermore, several higher-order terms accounting for components in the
flow direction had to be neglected during the derivation of the aerodynamic model. The
linearised aeroelastic model, hence, does not consider any forces in the flow direction,
which means that the 1st IP bending mode is undamped for all flow velocities in the
undeformed case.

The contributions of the different structural modes to the complex 1st and 2nd
OOP bending and the 1st Torsion mode are depicted in Fig. 4.19. These are obtained
from the complex eigenvectors, which can be considered as complex state vectors with
each entry being related to the state variable at the same position in the state vector.
As the eigenvectors include the contributions of all state variables, the magnitudes of
the complex entries of the generalised coordinates q1,i are normalised and plotted as
a function of the velocity. The complex aeroelastic 1st OOP bending mode is obviously
dominated by the structural 1st OOP bending mode (represented by q1,1 in the state-
space model), where a small discontinuity is shown when the frequency of this mode
reaches 0 Hz (78 m/s). An increasing contribution from the structural 1st OOP mode
is observed in the plot of the aeroelastic 2nd OOP bending mode. This leads to the
interesting fact, that the mode shape comprises approximately 57% from 1st OOP
bending and only 32% from the original dominating 2nd OOP bending mode when it
becomes unstable at 94 m/s. In contrast, the 1st Torsion mode contributes only 9% to
this instability. An explanation of the dominating 1st OOP bending mode could possibly
be the decreasing frequency of the 2nd OOP mode approaching the 1st OOP mode.
Regarding the complex 1st Torsion mode, the increasing magnitude of the structural
2nd OOP bending was expected due to the proximity of the frequencies of these two
modes. At flutter onset (68 m/s) the 2nd OOP bending contributes approximately 57%,
the 1st Torsion 24% and the 1st OOP bending 18% to the complex mode shape.
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Figure 4.20: Damping and frequency trends of the Pazy wing for 1 degree angle of
attack and velocities ranging from 10 to 90 m/s

the 1st Torsion mode, causing the mode to become stable again. Interestingly, the plot
of the seventh mode (3rd OOP + 2nd Torsion) initially shows an increasing contribution
from the sixth mode (2nd Torsion + 3rd OOP) which decreases at above 50 m/s as the
frequencies of these two modes move apart. The low damping values of the seventh
mode thus seem to be related to the decoupling from the sixth mode. One reason
for the low stability may be the already existing contributions of bending and torsion in
the pure structural mode. However, flutter does not occur as unsteady forces cannot
impose a phase shift between different mode contributions in one structural mode
shape. Another reason could be a change of the mode shape due to the deflection
of the wing, as observed for the 1st Torsion and 1st IP bending mode. This is also
indicated by the increase in the natural frequency of the seventh structural mode
between 0 and 10% tip displacement (see Fig. 4.16).

Finally, the frequency and damping trends for 5 degrees angle of attack are
depicted in Fig. 4.22. The flutter velocity for the 1st Torsion mode is further reduced
to 42 m/s while the mode turns stable again at approximately 49 m/s. In comparison
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Figure 4.22: Damping and frequency trends of the Pazy wing for 5 degrees angle of
attack and velocities ranging from 10 to 90 m/s

Table 4.5: Flutter velocities and corresponding tip displacements for angles of attack
ranging from 0 to 5 degrees

AoA [deg]
1st Flutter

velocity [m/s] Tip displ. [%]
2nd Flutter

velocity [m/s] Tip displ. [%]

0 68.1 0 93.2 0

1 61.0 13.3 82.5 37.1

2 54.0 17.7 75.2 42.1

3 49.0 19.9 69.5 44.2

4 45.3 21.3 64.6 45.0

5 42.3 22.3 60.3 45.0

of the wing, which approaches the frequency of the 2nd OOP bending mode.

93





4 Numerical Simulations and Results

the influences of structural nonlinearities, e.g. by comparing the results presented with
simulations using the deformed structure but the modal properties of the undeformed
wing, are necessary but beyond the scope of this thesis.

4.2.5 Validation of Stability Analysis using Nastran SOL145

After the results of the Pazy wing test case have been presented, the methods used
will be validated by the means of computational data obtained from other solvers. At
first, the proposed method for stability analysis will be validated using the aeroelastic
flutter analysis SOL145 in Nastran. This is necessary as the state-space model
has so far only been verified in the time domain (see Section 4.1.2), but the results
of the stability analysis are obtained in the frequency domain. For this purpose,
using Nastran SOL145 seems convenient as the FE model is already available in
Nastran format (.bdf) and can be used directly as an input for the solver. However,
since the solution of subsonic aerodynamic problems in Nastran is based on the
doublet lattice method (DLM), which is only valid for small out-of-plane deflections, the
computations are only performed for the undeformed case. The theory of the DLM is
not reproduced here, but can be found in reference [39]. In general, the DLM is based
on linearised aerodynamic potential theory, extending the steady VLM to unsteady
flow [19]. Similar to the VLM, aerodynamic influence coefficients are calculated which
are then transformed into generalised aerodynamic force matrices. Afterwards, these
matrices are used to solve the flutter equations. In Nastran there are three different
methods available.

For this particular case, the p-k has been chosen, which is shortly described
in Section 2.1.2. The desired method, among other parameters required for the
flutter solution, is again specified in the bulk data entry of the Nastran input file. A
detailed description of the Nastran SOL145 solver will be dispensed at this point, but
is presented in reference [40]. The aerodynamic setup regarding the density and
the discretisation of the aerodynamic grid is based on the setup shown in Table 4.2,
used for the static coupling simulations. In addition, the same number of modes (7)
is considered as it also was for the stability analysis. Finally, the range of reduced
frequencies is specified from 0.01 to 30 and the velocity range from 2 to 120 m/s using
a step size of 2 m/s.

Since the damping values obtained from the eigenvalues of the state-space
model and the Nastran flutter analysis cannot be directly compared, the flutter velo-
cities and corresponding frequencies from both methods are listed in Table 4.6. The
results are in good agreement with small deviations of approximately 2% for the 1st
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stability analysis using the linearised aeroelastic state-space model developed can be
considered valid for the undeformed case.

4.2.6 Validation of Stability Analysis using Data from Imperial College
Group

In the following, the results of the stability analysis for the deformed case are validated
with data provided by Imperial College London, another member of the Large Deflec-
tion Working Group. The simulations of this group were performed using SHARPy
(Simulation of High-Aspect Ratio aeroplanes in Python), a dynamic aeroelastic simu-
lation toolbox for very flexible aircraft and wind turbines developed at the Department
of Aeronautics of Imperial College London. In general, SHARPy offers several different
solutions to the user, whereas in this case only the static aeroelastic solution and the
stability analysis are relevant. The aerodynamic solver is based on the unsteady vortex
lattice method, similar to the aerodynamic solver used in this thesis (see Sections 2.2
and 3.1.1). In contrast, the structural solution is obtained using a displacement-
based, geometrically exact, nonlinear beam solver, where rigid body motion can be
prescribed or simulated. The stability analysis is carried out in a similar manner to
the proposed method by linearisation around a nonlinear equilibrium and building a
linear state-space model. Unlike the linearised aeroelastic model presented here,
the linearisation in SHARPy also takes the aerodynamic drag forces into account. A
detailed description of SHARPy and its capabilities is presented in references [41] and
[42]. The software is open source and can be obtained from github [43].

The results of the stability analysis for the deformed case are heavily dependent
on the results of the static coupling simulations. Thus, the static aeroelastic equilibrium
points from both solvers must be compared at first, in order to determine the influences
of the different structural solution methods (nonlinear beam model vs. nonlinear full
FE model). The normalised out-of-plane displacements for the highest onflow velocity
of 50 m/s and five different angles of attack are therefore presented in Fig. 4.25.
As can be seen, the deflections obtained from SHARPy at Imperial College appear
to be smaller than the deflections presented in this thesis. The relative maximum
deviation is approximately 6% at 2 degrees angle of attack and decreases to 2%
for the highest angle of attack. Interestingly, an almost constant deviation of 1.2 %
normalised deflection in the z direction is observed between 4 and 8 degrees angle of
attack. One reason for these differences can be the different positions of the elastic
axis in both models, shown in Fig. 4.26. As has been mentioned before, the beam
and obviously its elastic axis are located at a constant chordwise position of 44.75%.
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be explained by a larger twist due to an increased distance between elastic axis and
aerodynamic centre. In addition, the varying position of the elastic axis also contributes
to the nonlinearities occuring in the twist angle (cf. Fig. 4.12). A major reason for the
deviations in the deflections are, of course, the different methods for the structural
solution. For the simulations in SHARPy the FE model has to be transformed into
an equivalent beam model, which can lead to a model mismatch. Besides, out-of-
plane bending always occurs coupled with chordwise bending deformations in a 3D
wing box, also changing the camber of the wing. This effect is not considered when
a beam type model is used [8]. Previous validations of the static coupling solver with
results from a nonlinear, strain-based beam solver for a similar test case (up to 35%
displacement with respect to semi-span) have shown comparable deviations in terms
of out-of-plane displacements (see [8]).

Table 4.7: Comparison of eigenfrequencies (undeformed wing) obtained by Nastran
full FE model and SHARPy equivalent beam model [44]

Mode shape Nastran w/o skin [Hz] SHARPy w/o skin [Hz]

1st OOP 4.42 4.43

2nd OOP 28.98 29.15

1st Torsion 40.33 41.63

3rd OOP 82.41 83.34

1st IP 112.27 113.11

As the modal properties of the structure are of significant meaning for the stability
of the aeroelastic system, the eigenfrequencies of the Nastran FE model and the
SHARPy beam model are compared in Table 4.7 for the undeformed case. The
highest deviation of approximately 3% is observed in the frequency of the 1st Torsion
mode, which could also lead to differences in the results of the stability analysis. A
comparison of the eigenvectors, however, is not straightforward due to the different
grids of both models and would be beyond the scope of this thesis. This should
be considered in future investigations along with a comparison of the evolution of
eigenfrequencies as a function of the structural deformation (see Section 4.2.3). The
comparison of the flutter velocities as a function of the normalised tip displacement for
five different angles of attack is presented in Fig. 4.27. Considering the undeformed
case, high deviations in the velocity of the first flutter onset are observed. The velocity
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results obtained from SHARPy show the opposite effect, with the tip displacement
further increasing to a maximum of 60.9% span, while the velocity reaches a minimum
at 4 degrees angle of attack and then increases slightly. Since the reason is yet
unknown to the author, an investigation of this behaviour will have to be pursued in
the future. Overall, the development of the flutter velocities as a function of the tip
displacement shows qualitatively similar behaviour for both solutions. On one hand,
variations are partly due to the different modelling approaches, which already have
an impact on the static coupling results, as discussed above. Another aspect are
differences in the formulation of the linearised model used for the stability analysis, e.g.
drag forces. These are considered in SHARPy but have been neglected in the current
implementation of the proposed method. These issues should therefore be taken into
account in future research. In addition, further investigations of aeroelastic stability
at very large deformations appear necessary, as the results at displacements above
approximately 40% show significant differences compared to the SHARPy results.
Nevertheless, as the results presented in this chapter confirm, the method proposed
in this thesis is generally capable of determining the aeroelastic stability of a highly
flexible wing.
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5.1 Summary and Conclusions

The goal of this thesis was the aeroelastic modelling and validation of the highly
flexible Pazy wing wind tunnel model. As large deformations were expected due to the
wing’s special design, the simulations should in particular account for the nonlinear
behaviour of force-structure interaction (follower force problem) and geometric nonlin-
earities. The low operating speeds of the wing allowed the application of aerodynamic
potential-based methods. Therefore, an aeroelastic solver developed at DLR was
used, coupling a geometrically nonlinear vortex lattice method with the finite element
solver Nastran. Follower forces as well as geometric nonlinearities were considered
by a fully nonlinear formulation of the aerodynamic solution (deformed aerodynamic
grid, update of panel normals, etc.) and by using the nonlinear solution sequence
SOL400 in Nastran for the structural solution. Besides determining steady aeroelastic
equilibrium points by the means of this solver, the aeroelastic stability of the wing in
terms of flutter was also to be investigated. Since common flutter speed prediction
methods are only applicable to rigid structures undergoing small deformations, an
important part of this thesis was the development of a method for the stability analysis
of highly flexible wings. Therefore, a linearisation of the whole aeroelastic system at
static equilibrium points with large deformations was necessary.

A linear aerodynamic model was derived at first by transforming the existing
unsteady vortex lattice implementation into a linear discrete-time state-space system.
In this particular case, the system states were decided to be the circulation of the wake
panels. The panel normal vectors, the velocity induced by the elastic deformation of
the wing and their corresponding first time derivatives were defined as inputs of the
system. The calculation of drag forces was not included, furthermore several higher-
order terms accounting for force components in the flow direction had to be neglected
as well in the linearisation. Hence, no forces in the flow direction were considered
in the linearised aerodynamic model. From a structural point of view, a modal ap-
proach in generalised coordinates was used to describe the dynamic behaviour of the
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system. In this regard, the linearisation was straightforward, as the transformation of
second order structural dynamics equations of motion into a linear continuous-time
state-space model is widely presented in the literature. The states of this system
were then the generalised coordinates and the inputs were the forces acting on the
structure. For the integration of both aerodynamic and structural model into a linear
monolithic aeroelastic state-space model, the structural model was converted from
continuous-time into discrete-time formulation. The inputs of the aerodynamic model,
e.g. the panel normal vectors and their first time derivatives, were then expressed
using the states of the structural system and vice versa. This finally resulted in
a linear aeroelastic state-space model consisting of a dynamics matrix and a state
vector containing the states of the two original models (wake circulations, generalised
coordinates). However, the system was extended by an additional state, which is used
to model the unsteady forces that occur due to the acceleration of the elastic motion
of the wing. This state is only calculated from the original states of the system and is
necessary as these cannot be used to express the acceleration term. The aeroelastic
stability could then be analysed by solving the homogeneous eigenvalue problem for
the dynamics matrix. The real and imaginary parts of the resulting complex eigenval-
ues represent the damping ratios and frequencies, whereas the system is considered
stable when all damping ratios are negative. Since the developed aeroelastic state-
space model mainly consists of aerodynamic states, an algorithm for the extraction of
eigenvalues corresponding to the relevant structural states (generalised coordinates)
was implemented. In order to take into account the effects of geometric nonlinearities
on the aerodynamic and structural properties, the proposed method was integrated
into the static coupling solution sequence of the aeroelastic solver. This ensured that
the stability is analysed at steady aeroelastic equilibrium, considering the deformed
aerodynamic grid and the changed natural modes due to the deflection of the structure.

The verification of the linearised aerodynamic model was done using an unsteady
vortex lattice solver in the time domain. This was possible because the developed
state-space systems are in discrete-time formulation, which can be used for time-
marching. A harmonically oscillating wing was chosen as verification test case and a
range of different onflow velocities, amplitudes and reduced frequencies were used.
The results of the steady and unsteady forces in the z direction from both solutions
were compared in the time domain and were almost coincident for the parameter
variations shown. Subsequently, the linearised aeroelastic model was verified using
a nonlinear modal solver in the time domain. To this end, three arbitrary structural
models were created: two single degree of freedom systems with a generic heave
and pitch mode respectively and a two degree of freedom system incorporating both
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modes. In this case, the results were obtained by simulating the free vibration of
each model. These vibrations were introduced by a small initial excitation of the
modes included. In addition to the steady and unsteady forces, the evolution of
the generalised coordinates over time was compared as well. The simulations were
performed for two different reduced frequencies and showed no notable differences
in the results between the modal and linearised solver. It was found, however, that
the consideration of the acceleration term is mandatory as it accounts for almost half
of the unsteady forces. The neglect of these forces would clearly lead to a different
dynamic behaviour of the wing. This would inevitably produce incorrect results in
the stability analysis. The verification test case was finally applied to the full Pazy
wing structural model using the four lowest natural modes. The results of the forces
as well as the generalised coordinates showed very good agreement with only small
differences appearing in the generalised coordinate of the first out-of-plane bending
mode. Thus, the derived linear aeroelastic model was successfully verified for the
undeformed case.

After completing the development and verification of the linear models used for
the stability analysis, the focus was set on the Pazy wing test case. Static coupling
simulations were performed at first for onflow velocities of 30, 40 and 50 m/s and
angles of attack ranging from 1 to 10 degrees. The displacements were evaluated
at 33 equidistant points located at 44.75% chord in order to be able to compare the
results to computational data provided by the Imperial College group. For the lowest
onflow velocity, the influence of geometric nonlinearities was found to be rather small,
although the maximum tip displacement reached 17% with respect to the wing span.
However, the necessity for an application of a geometrically nonlinear solution method
for this test case was clearly highlighted at higher velocities. This was emphasised by
the maximum tip displacement of 47% with respect to the wing span, which represents
a highly nonlinear regime indicated also by the considerable displacement in spanwise
direction. Compared to the wing considered as perfectly rigid, the high elasticity of the
wing leads to a considerable change in lift distribution. It could be noticed that the
maximum loads occur on the outer wing at low angles of attack, but shift towards
the wing root with increasing angle of attack. Furthermore, a significant increase in
total lift forces was observed due to the elastic deformation of the wing, ranging from
14% to 30% for the highest onflow velocity. Following the static coupling simulations,
the influence of the geometric nonlinearities on the structural properties, such as
eigenvalues and eigenvectors, was investigated. These were obtained from a modal
analysis in Nastran, which was performed on the deformed structure computed from
the static coupling simulations. The eigenvalues were then plotted as a function of the
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normalised tip displacement. Significant changes appeared mainly in the frequencies
of the third and the fifth mode, which are the first torsion and first in-plane bending
mode. Both modes showed a decrease in frequency with increasing tip displace-
ment, which was expected to affect the aeroelastic stability in the deformed case.
This was particularly relevant for the first torsion mode, as its frequency reaches the
frequency of the second out-of-plane mode at 30% tip displacement, which is within
the normal operating range of the Pazy wing. The aeroelastic stability was determined
subsequently by means of the proposed method. Simulations were performed for
velocities ranging from 10 to 120 m/s for 0 degrees angle of attack and from 10 to
90 m/s for 1 to 5 degrees angle of attack. Root locus plots were used to present the
eigenvalues in the complex plane, whereas the modes are regarded unstable when
they cross from the left- to the right-hand plane. Significant changes in the evolution
of the first three complex modes were mainly noticed between 0 and 2 degrees angle
of attack. An evaluation of the frequency and damping trends revealed that the first
flutter instability evolves from coupling of the first torsion with the second out-of-plane
bending mode. The first flutter mode becomes stable again at higher onflow velocities
and a second instability occurs, which incorporates 1st Torsion, 2nd OOP and 1st
OOP bending. With increasing angle of attack, the flutter onset velocities of both
instabilities are reduced due to the effects of geometric nonlinearities on the modal
properties of the structure. Interestingly, the velocity range of the first flutter mode is
reduced, which results in a region of stability between the first and the second flutter
region above 10% tip displacement. This stable region expands as the angle of attack
is increased. In addition, the flutter boundaries seemed to be restricted by a maximum
tip displacement. A major drawback of the current implementation of stability analysis
was found to be the neglect of forces in the flow direction. This caused an instability of
the 1st IP bending mode, although this mode showed no contributions of other modes
and thus can normally be regarded stable.

The validation of the proposed method for stability analysis was first performed
using the aeroelastic flutter solution sequence SOL145 in Nastran. As the Nastran
aeroelastic solution sequences are limited to small deformations, the results could only
be compared for the undeformed case. Nevertheless, a validation by means of this
solver seemed favourable, since deviations due to a model mismatch were prevented
by using the same full FE model. The velocities as well as the frequencies were in
very good agreement for all three flutter points, with only small deviations of 2% in the
1st flutter velocity. The third instability probably represents torsional divergence and is
only observed due to the larger velocity range investigated. Regarding the frequency
trends of both solutions, no considerable deviations were found. Consequently, the
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proposed method was proved to be valid for the undeformed wing. The results of
the static coupling simulations and the stability analysis of the deformed wing were
validated with data from the Imperial College group. These were computed using an
equivalent beam model rather than the full FE model. The emerging differences in
the displacement fields were within a tolerable range of 6% and could be attributed to
the different modelling approaches. Larger deviations had to be noticed in the flutter
onset velocities. Especially the velocities of the first flutter mode already showed
a considerable discrepancy for the undeformed wing. This was likely caused by a
mismatch between the beam and the full FE model, which was first discovered when
comparing the deflections from the static coupling simulations. The deviations in the
first flutter instability, however, remained almost in the same magnitude for all angles
of attack investigated. In contrast, a significant diverging behaviour was found for
the second flutter onset velocity above 1 degree angle of attack. A reason for this
could not be determined, although it might possibly involve the influence of geometric
nonlinearities due to the occurring large deformations.

Overall, it could be demonstrated that the linear state-space models developed
are suitable to describe the dynamic behaviour due to small disturbances at static
equilibrium points. In addition, the proposed method for stability analysis seems to
provide reliable results for an undeformed wing, although further investigations for
large deformations are inevitable.

5.2 Outlook and Future Research

Several shortcomings of the proposed method were discovered during the application
to the Pazy wing test case. Especially the lack of forces acting in the flow direction
clearly affects the stability of modes involving in-plane motions. Hence, the integration
of (induced) drag forces into the linearised aerodynamic state-space model is prefer-
able to overcome this problem. For the aeroelastic state-space model the treatment of
the acceleration term leaves room for improvement. This is approximated using a first
order difference scheme in the current implementation. However, the acceleration of
the generalised coordinates can be obtained directly from the structural state-space
model in continuous-time formulation. Although the inclusion of this analytical solution
for the acceleration would lead to higher accuracy, only small differences are to be
expected. In this context, it would be interesting to investigate how the results of
the stability analysis are affected when the unsteady acceleration term is neglected.
Another aspect is the verification of the linearised aeroelastic model. In this thesis this
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was only performed for the undeformed wing, but should also be done for the deformed
structure in the future, especially at large deformations. Regarding the eigenvalue
analysis of the dynamics matrix, a problem identified is the imbalance between the
number of aerodynamic and structural states. A method for model order reduction
should therefore be implemented in order to reduce the large number of aerodynamic
states and save computational costs.

Concerning the Pazy wing test case, the goal of validating the simulation results
with experimental data has not yet been achieved, but will therefore have high priority
in the future. In this context, a drawback of the full FE model used was the behaviour
of the shell elements modelling the skin. As these exhibited buckling even at small out-
of-plane deformations, all simulations presented in this thesis were performed using
the model without skin. A very simple way to consider the stiffness of the skin would
be a modification of the thickness of the aluminum spar or its material properties,
such as Young’s modulus. Nevertheless, it seems reasonable to investigate how the
skin and its prestressing could actually be included in the model, e.g. by applying a
thermal simulation in a preprocessing step. Another aspect identified during the wind
tunnel test campaign at Technion was the possible influence of wind tunnel walls on
the experimental results, as the wing approaches the walls when undergoing large
deformations. This could also be modelled in the vortex lattice solver, but is seen as a
secondary feature. Regarding the results of the stability analysis of the Pazy wing, the
extension of the proposed method to investigate limit cycle oscillations seems useful.
Finally, the developed method could also be enhanced to describe the behaviour of
the free-flying aircraft.
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A.1 Vectors and Equivalent Matrices of the Linearised
Aerodynamic Model

In the following, the transformation of the vectors q|cV rb, n and the matrix R into
equivalent matrices mentioned in Section 3.2.2 is discussed. This transformation is
necessary to allow matrix multiplication and to ensure that the resulting matrices of the
state-space model are of the correct dimension. In general, the vector V rb and n are
column vectors of dimension 3nb containing the velocity or normal vector components
of each (bound) aerodynamic panel. The equivalent matrix Ṽ rb is of dimension 3nb×nb
and includes the velocity vector V rb,i of each panel in diagonal form:

V rb =



xVrb,1

yVrb,1

zVrb,1

xVrb,2

yVrb,2

zVrb,2

...

zVrb,nb



, Ṽ rb =



xVrb,1 0 . . . 0

yVrb,1 0 . . . 0

zVrb,1 0 . . . 0

0 xVrb,2 . . . 0

0 yVrb,2 . . . 0

0 zVrb,2 . . . 0

... 0
. . .

...

0 . . . 0 zVrb,nb



. (A.1)

The equivalent matrix ñ for the panel normal vectors n is found in the same manner.
Concerning the skew-symmetric matrix R representing the cross-product with the
vector r, its equivalent matrix R̃ is of dimension 3nb × 3nb. It comprises the skew-

108





Appendix A

using the unit vectors Ax̂B, AŷB and AẑB, which represent the axis directions of the
body-fixed system B with respect to system A. By application of the X’Y’Z’ convention
for this rotation matrix, which is [37]

A
BRX′Y ′Z′(φ, θ, ψ) =

[
Ax̂B

AŷB
AẑB

]
=


r11 r12 r13

r21 r22 r23

r31 r32 r33



=


cos θ cosψ − cos θ sinψ sin θ

sinφ sin θ cosψ + cosφ sinψ − sinφ sin θ sinψ + cosφ cosψ − sinφ cos θ

− cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ + sinφ cosψ cosφ cos θ

 ,

(A.3)

the Euler angles can then be calculated by

φ = arctan2(−r23, r33) , (A.4a)

θ = arctan2(r21, r11) , (A.4b)

ψ = arcsin r13 . (A.4c)
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