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Abstract

This thesis describes the development of a vehicle control system for an
autonomous Formula Student vehicle. The problem is first described in detail and
several control techniques commonly used in autonomous vehicles are examined.
The requirements for the vehicle control system are defined and several different
concepts for longitudinal and a lateral vehicle control are proposed and compared.
A Pl-controller for longitudinal control and a Pure Pursuit controller for lateral
control are chosen and implemented in a simulation in MATLAB/Simulink. From
the simulation results it is concluded that the system achieves the defined
requirements. The system is stable and accurate enough to be used at speeds of
up to 15 km/h (4.2 m/s) on the racetracks of the Formula Student Germany.

Thema der Bachelorthesis
Entwicklung einer Fahrdynamikreglung fir einen fahrerlosen Rennwagen
Stichworte

Autonomes Fahren, Pure Pursuit Regelung, PID Regelung, Formula Student,
Fahrzeugmodellierung, Fahrzeugsimulation

Kurzzusammenfassung

Diese Arbeit beschreibt die Entwicklung einer Fahrdynamikreglung eines autonom
fahrenden Formula Student Fahrzeugs. Das Problem wird zuerst beschrieben und
mehrere Regelungstechniken, welche in autonomen Fahrzeugen Anwendung
finden, werden untersucht. Die Anforderungen an die Regelung werden definiert
und verschiedene Konzepte fiir die Langs- und Querregelung des Fahrzeugs
vorgeschlagen und verglichen. Ein Pl-Regler fir die Langs- und ein Pure Pursuit
Regler fir die Querregelung werden ausgewahlt und in einer Simulation in
MATLAB/Simulink implementiert. Aus den Simulationsergebnissen wird
schlussgefolgert, dass das System die definierten Anforderungen erfiillt. Das
System ist stabil und genau genug um bei Geschwindigkeiten von bis zu 15 km/h
(4,2 m/s) auf den Rennstrecken der Formula Student Germany verwendet zu
werden.
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1 Introduction

Self-driving cars have become an increasingly prominent topic in the recent decade. The
technology promises to improve safety, efficiency, access, and convenience of automotive
vehicles. Also, it has the potential to lower the overall cost of transportation significantly.
According to a report by Statista, one in ten vehicles globally will be fully self-driving by the
year 2030. Robo-taxis are expected to become the top use case for driverless cars and the
market volume of fully automated cars is predicted to grow to 13.7 billon U.S. dollars by 2030.
Big technology companies and automakers like Waymo (Google), Argo Al (Volkswagen, Ford),
and Tesla invest heavily into the research of this technology. The overall automotive startup
funding has increased ten-fold between 2013 and 2018, reaching a record-breaking 27.5
billon U.S. dollars in 2018 alone. These companies also support student competitions, like
the Formula Student, to excite the next generation of engineers and computer scientists
about autonomous driving and aim to increase the pool of skilled engineers. [1][33]

The Formula Student Germany (FSG) is an international engineering design competition for
university students. The goal of the competition is to design, manufacture and assemble a
formula-style racing vehicle. The teams then compete with their self-build vehicles in a
weeklong event at the Hockenheimring in August annually. The teams can participate in the
Formula Student Germany with internal combustion engine vehicles (CV) and electric
vehicles (EV). Both types of drive systems have their own class. Since 2017, a third class exists,
the driverless vehicle (DV) class. In this class, instead of the human driver, the vehicle must
drive fully autonomously with the use of sensors, actuators, and computers. Both, CV and EV
vehicles, are allowed to participate in the DV class and compete against each other. Although
the vehicles must drive fully autonomously in the competition, a driver must still be able to
operate the vehicle manually from the inside of the vehicle. Therefore, the steering wheel,
seat, and pedal box cannot be removed from the vehicle. [3][4]

The Formula Student team of the University of Applied Science in Hamburg, HAWKS Racing,
defined the goal to build their first electric and autonomous vehicle to participate in the
Formula Student Events 2021. To build their first electric and autonomous vehicle, the team
decided to use the monocoque and the suspension of the vehicle from the 2018 season and
slightly modify them. Not having to design these parts entirely new allows to shift the focus
to the autonomous and electronic components. The 2018 vehicle is called H14 and can be
seen in Figure 1. The new driverless vehicle is subsequently called “H14DV” and is equipped
with several sensors, actuators for autonomous braking and steering, a compute unit and
multiple control units. The “brain” of the vehicle is the high-level software, which is split into
three modules. These modules are state estimation, motion planning, and vehicle control.



1 Introduction

This thesis deals with the development of the vehicle control module which controls the
motion of the vehicle and ensures that the vehicle tracks a given trajectory. It is the highest
level of control and provides the reference commands to the low-level controllers. The
objective of this thesis is to develop a foundation for the vehicle control system used in the
autonomous racing vehicle H14DV and to lay the groundwork for future autonomous racing
vehicles developed by HAWKS Racing. To achieve this objective, first the problem will be
discussed and analyzed in detail in chapter 2. Then, the fundamentals of vehicle modelling
and the state of the art of vehicle control will be described chapter 3, by surveying multiple
control techniques used in autonomous vehicles. Chapter 4 will identify the stakeholders and
define the requirements for the system. Chapter 5 will evaluate the presented techniques
and will develop several concepts for longitudinal and lateral control of the vehicle. The best
suited concepts for the vehicle control system in H14DV will be chosen and implemented
MATLAB/Simulink in Chapter 6. The implemented vehicle control system will be tested in
simulation and the results will be presented in chapter 7. Chapter 8 will evaluate the results
and compare the outcome to the requirements. Finally, chapter 9 will summarize the
significant results and will provide an outlook on how the project is planned to be continued.

Figure 1: H14 at the Formula Student Germany in 2018



2 Problem Description and
Analysis

This chapter will describe and analyze the control problem in detail. It will first discuss the
framework conditions of the Formula Student competition in section 2.1. Then, it will take a
closer look at the vehicle that is to be controlled in section 2.2. Afterwards, it will introduce
the general structure of the control system that is to be developed in section 2.3 and will
briefly discuss the issue of testing and tuning the control system in section 2.4.

2.1 The Formula Student Germany

The Formula Student Germany event will be held in Hockenheim, Germany in August 2021.
At the beginning of the event, each vehicle must pass technical inspection, before it is
allowed to participate in any discipline. Each vehicle must satisfy the rules set by the official
rule book, which is published by the FSG. During the technical inspections, official scrutineers
check that the vehicle is rules compliant and perform several tests to ensure functionality
and safety. The most critical test for the vehicle control system is the autonomous brake test.
A driverless vehicle can participate four disciplines. These are Acceleration, Skidpad,
Autocross, and Trackdrive. The racetracks are marked by colored cones in all four disciplines.
Yellow cones mark the right and blue cones mark the left side of the track. Furthermore,
small and big orange cones mark the start and stop areas. The Acceleration discipline,
illustrated in A.3, is a simple acceleration race over 75 m on a straight-line racetrack. The
vehicle must come to a stop within a marked area after crossing the finish line. In the Skidpad
discipline, the vehicle must complete four laps on an “eight”-shaped path, depicted in A.4. It
must complete two laps in the right circle, followed by two laps in the left circle, before
coming to a full stop in the marked area. The Autocross and Trackdrive disciplines consist of
the same closed loop track, shown in A.5. In the Autocross discipline, the vehicle must
complete one full lap on a prior unknown track. In the Trackdrive discipline, the vehicle must
complete ten full laps on the same track. In both disciplines, the vehicle must come to a
complete stop after crossing the finish line. Also in the Trackdrive discipline, the vehicle must
reach an average minimum speed of 12.6 km/h (3.5 m/s) in each lap after completing the
third lap. In all four disciplines, only a single vehicle is allowed to be on the racetrack at a
time. Each team has at least two attempts for each discipline. Furthermore, the driverless
vehicle must be able to operate on dry and wet road conditions and must be capable of
handling weather conditions, such as rain and wind. The road surface of the racetracks will
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be asphalt and will be nearly flat with no serious road bumps. During the race, there will be
no people or obstacles on the racetrack, besides the cones used to mark the sides of the
racetrack. However, cones which are relocated by contact with the vehicle during the race
can become possible obstacles. [3]

2.2 The Vehicle

The plant of the control system is the vehicle H14DV itself, shown in computer-aided design
(CAD) in Figure 2. This section will discuss the most important features of the vehicle in order
to better understand the system that is to be controlled.

Figure 2: CAD of H14DV, the vehicle that is to be controlled by the vehicle control system

2.2.1 Overall Goal and Design

The HAWKS Racing team decided that the overall goal of H14DV is not to be a competitive
racing car, but to serve as a practice vehicle, in order to develop the knowledge and skills
needed to build competitive electric and autonomous racecars in the future. This practice
vehicle shall pass the rigorous scrutineering at the beginning of the Formula Student event
and complete all four disciplines, described in section 2.1. The time in which the vehicle
finishes the disciplines is not of importance. Because building an electric and autonomous
racecar for the first time is not an easy task, the team decided to approach this challenge
with the mindset of “keep it simple, make it work, make it better”.
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The vehicle is designed to be powered by a 48-Volt accumulator. The low voltage power
system is chosen over a high voltage power system due to safety reasons and fewer required
resources. The aerodynamic components are also removed from the vehicle in order to fit
the newly added autonomous components. H14DV is designed to reach a minimum top
speed of 45 km/h (12,5 m/s). However, because the time in which the vehicle completes the
disciplines is not of importance, the vehicle will travel slower in the actual disciplines.

2.2.2 Chassis

The main part of the chassis is the monocoque made of a composite of carbon fiber and
aluminum honeycombs. This combination of materials achieves in a very high level of
stiffness and strength while being light in weight. The monocoque is spring-suspended using
a roll-heave-decoupled suspension system. The vehicle uses 205/470R13-tires from
Continental. The wheelbase L and the track width W of the vehicle are shown in Figure 3.

Figure 3: The wheelbase L and the track width W of H14DV

2.2.3 Autonomous System

The Autonomous System (AS) is the electronic backbone of the vehicle. It comprises all of the
electronic components that allow H14DV to function fully autonomously. This includes
several control units that control the individual subsystems, a compute unit that runs the
high-level software, and several sensor nodes that supply the sensor data. The development
of the AS is described in [7]. A simplified diagram of the Autonomous System is shown in
Figure 4. Also, a more detailed version containing all of the components of the Autonomous
System is shown in A.2. One of the main objectives of the Autonomous System is to ensure
safety, by constantly monitoring the vehicle and controlling the actuators on a low-level. The
Autonomous System is controlled by the Autonomous System Control Unit (ASCU). It
functions as the center of the system and supervises all processes. The Driverless Compute
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Unit (DCU) is used to run the high-level software. This job is performed by an Intel NUC
NUCS8i7BEH whose specifications can be found in A.1. [7]

Figure 4: Simplified diagram of the Autonomous System [7]

2.2.4 Sensors

The vehicle is equipped with several sensors in order to sense its surrounding and to localize
itself within the environment. For perception, a 3D-Light Detection and Ranging (LiDAR)
sensor is mounted to the front of the monocoque and a forward-facing camera is attached
to the top center of the vehicle. A high-precision 2-axis optical sensor is used to measure the
vehicle’s speed and angle of rotation. The vehicle is also equipped with a Global Navigation
Satellite System (GNSS) sensor with dual antenna and a 9-axis Inertial Measurement Unit
(IMU) sensor, which includes gyroscopes and accelerometers. Moreover, wheel speed,
steering angle, and brake pressure sensors are used in the vehicle. More information about
the sensors can be found in [36].

2.2.5 Actuators

The vehicle is propelled by a single electric motor which is located close to the rear axle,
shown in Figure 5. The motor is connected via a chain drive to a limited slip differential on
the rear axle. The electric motor is a permanent magnet synchronous disc motor (PMSM)
from the Heinzmann GmbH & Co. KG and is designed for a nominal 48 Volt DC-bus-voltage.
It delivers a nominal torque of 17,5 Nm at a rotational speed of 3000 rpm. It is rated for a
maximum input power of 11,1 kW, a maximum torque of 45 Nm, and a maximum rotational
speed of 3840 rpm. The motor is controlled by a Roboteq GBL2660S motor controller. The
data sheets of the motor and the controller can be found in A.6 and A.7.
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Figure 5: The rear side of H14DV showing the electric drive, including the electric motor (blue), the chain drive
(red), and the differential (yellow) in CAD.

The vehicle is steered by the autonomous steering system, which is mounted below the
vehicle to the left and right lower tie bar of the existing steering system, as shown in Figure
6. An electric BLDC motor rotates a ball screw drive, which converts the rotational motion of
the motor into the linear steering motion. The actuator is controlled by a Maxon EPOS 4
50/15 motor controller. The data sheets of the motor and the controller can be found in A.8
and A.9.

Figure 6: The autonomous steering actuator (orange) in CAD

The vehicle uses two different types of brake systems, a Service Brake System (SB) and an
Emergency Brake System (EBS). The service brake uses the electric drive as a generator to
convert the kinetic energy from the vehicle’s motion into electrical energy, and as a result
reducing the speed of the vehicle. It is used in regular driving situations and helps to control
the speed of the vehicle. The EBS is only used in safety critical situations. It uses a pneumatic
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actuator to create the brake pressure, which is applied via a hydraulic circuit to the disk
brakes of the vehicle. To ensure safety, the EBS is controlled directly by the ASCU.

2.2.6 Software

The software is split into low- and high-level software. The low-level software runs on several
different control units and controls specific individual components. The high-level software
is concerned with the vehicle as a whole and is divided into three modules: State estimation,
motion planning, and vehicle control.

The task of the state estimation module is to compute the current state of the vehicle and
the environment. To achieve this, the state estimation fuses the data from the different
sensors, maps the surrounding with the fused data, and localizes the vehicle within the map.
The state estimation module outputs an estimation of the vehicle’s current state to the
motion planning module and vehicle control module. The motion planning module uses a
map of the environment and the current state of the vehicle to calculate a proper plan of
motion for the vehicle through the racetrack. This plan of motion is called “trajectory” and
consists of a reference path and a speed profile. The reference path is comprised of a set of
target waypoints, which are defined in 2D-coordinates. The speed profile is a list that defines
an appropriate target speed for each waypoint, depending on the curvature of the track and
the driving conditions. The trajectory is fed to the vehicle control module. The vehicle control
module controls the motion of the vehicle and ensures that the vehicle tracks a given
reference trajectory. It is the highest level of control and contains several cascaded loops,
which control the actuators on a low-level. The module provides the appropriate reference
commands to the low-level controllers, so that the vehicle can carry out the planned motion.
Most parts of the high-level software are not developed yet. Therefore, these are only
assumptions of how the software is planned to be implemented.

The high-level software will be deployed to the DCU. The team uses the open-source
middleware Robot Operating System (ROS) to manage all the high-level software processes
and the interactions between the processes. ROS splits the software into mulitiple parts,
called nodes. Each node runs its own process and exchanges data with the other nodes via,
so called, topics. The vehicle control module provides the vehicle control node. The node will
be launched when the system state for autonomous driving mode is activated, which is
managed by the ASCU.

2.3 The Control Structure

The vehicle control problem can be split into the tasks of controlling the vehicle’s longitudinal
and lateral motion. Thus, the vehicle control module can be split into individual submodules
for longitudinal and lateral control. The longitudinal control submodule produces the
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required propulsion commands which keep the vehicle’s longitudinal speed close to the
reference speed. The lateral control submodule produces the required steering commands
which keep the vehicle on the reference path. The vehicle control module forms two closed
feedback control loops when combined with the rest of the high-level software, the
actuators, and the sensors. The block diagram in Figure 7 illustrates the control structure.

Figure 7: The block diagram illustrates the control structure by showing the feedback loops for longitudinal
and lateral motion control.

The vehicle control module is the bridge between the high-level software and the actuators.
It receives inputs from the state estimation and the motion planning modules, as well as
several direct sensor measurements. The state estimation provides the current state of the
vehicle, which includes the vehicle’s current position in the form of its 2D-coordinates and
its yaw angle. The motion planning module provides a discrete reference trajectory, in the
form of a reference path and a speed profile. The outputs of the vehicle control module are
the propulsion and steering commands. These commands are sent via the vehicle’s
Controller-Area-Network (CAN) bus to the particular low-level control units. The propulsion
commands are transferred through the Tractive System Management Unit (TSMU) to the
Tractive System Motor Controller (TSMC), which controls the rotational speed of the electric
drive motor. The steering commands are fed to the Steering Actuator Control Unit (SACU),
which controls the electric steering motor.

Figure 7 shows that both actuators are controlled using a cascaded control structure. The
TSMC and the drive motor as wells as the SACU and the steering motor each form an inner
loop inside their respective feedback loop. The first inner loop controls the torque of the
drive motor Tp, 4+ Using a current sensor and a PID controller, shown in Figure 8. The second
inner loop controls the position of the steering motor @g ;. with a PID controller and an
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incremental encoder sensor, shown in Figure 9. The steering motor control loop is cascaded
further, controlling the torque 75, and the velocity ¢g 4. of the actuator using PI-
controllers. [37]

Figure 8: Block diagram showing the feedback loop controlling the torque of the drive motor

Figure 9: Block diagram showing the cascaded feedback loop controlling the position of the steering motor

2.4 Testing and Tuning

The work on H14DV is currently still in progress. Essential components like the electric
drivetrain and the accumulator are not built into the vehicle at this point in time. Therefore,
it is not possible yet to test and tune the vehicle control system using the real vehicle. Once
the vehicle is complete, the time available for testing will also be limited. Thus, testing and
tuning the vehicle control module entirely on the real vehicle is infeasible. To overcome these
issues, a model-based testing and tuning approach can be used. This allows for rapid testing
and tuning of the vehicle control system, prior to expensive tests with the real vehicle.
However, this approach requires a mathematical model that represents the motion behavior
of the vehicle and a simulation environment to simulate the control process. Unfortunately,
HAWKS Racing has neither an appropriate model of the entire vehicle, nor a vehicle
simulation. Therefore, to develop the vehicle control module requires first the development
of a simulation as well as a vehicle model.
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This chapter shall provide the theoretical knowledge that is needed to develop the vehicle
control system. It will describe the essentials of kinematic and dynamic vehicle modeling in
section 3.1. Then, it will introduce two types of path tracking errors in section 3.2. Finally, it
will provide the state of the art of vehicle control, by presenting several different control
techniques commonly used in autonomous vehicles in section 3.3.

3.1 Vehicle Modelling

For model-based control development a proper vehicle model is pivotal. Mathematically
modeling the motion of a vehicle is commonly achieved by using kinematic and/or dynamic
equations.

3.1.1 Reference Frames

To model the motion of a vehicle the two reference frames, shown in Figure 10, will be used.
The inertial reference frame, in red, is fixed to the earth with the cartesian coordinates X, Y,
and Z. Its Z-axis points anti-directional to the vertical gravitational vector. The body
reference frame, in yellow, is attached to a fixed reference point on the vehicle. This fixed
reference point can, for example, be the vehicle’s center of gravity, as it is the case in H14DV.
The body reference frame uses the cartesian coordinates x, y, and z. Its x-axis points in the
vehicle’s forward direction, its y-axis to the vehicle’s left side, and its z-axis in the vehicle’s
top direction. [2]

Figure 10: The orientation of the inertial frame (red) and the body frame (yellow)
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3.1.2 Kinematic Modeling

One of the simplest vehicle models is the kinematic bicycle model, illustrated in Figure 11.
The model is constructed solely from geometric relationships and relies on the assumptions
that the vehicle moves at a constant speed, no slip occurs at the wheels, and the vehicle only
moves within the horizonal XY-plane of the inertial coordinate frame. It can represent the
motion of a slow-moving vehicle relatively well, as long as its underlying assumptions are
met. The bicycle model lumps the two front wheels and the two rear wheels into one
imaginary front wheel and one imaginary rear wheel, respectively. The two wheels are
connected by a rigid link. The front wheel is able to rotate around its midpoint to allow for
steering. The advantage of the bicycle model, compared to a four-wheel model, is that it
simplifies the equations of motion because there is only one steering angle. At each instant
in time, the vehicle rotates around an instantaneous center of rotation, labeled with the
letter 0. The equations of motion of the kinematic bicycle model depend on a chosen
reference point on the vehicle, which is labeled Cg,¢. The kinematic equations will change
with the position of the selected reference point. [9][10]

Figure 11: Kinematic Bicycle Model Depiction

To express the equations of motion, the following dimensions and angles are defined. The
distances between the reference point Cs.; and the front and the rear axles are called
lf and L., respectively. The sum of [¢ and L,.is equal to the wheelbase L. The distance between
the points O and Cs,; is called the curve radius R, and the distances between the point O and
the center of the front and the rear axles are called Rr and R, respectively. The yaw angle
Y is the difference between the heading direction of the vehicle and the X-axis of the inertial
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reference frame. It's rate of change is called the yaw rate 1,[) The steering angle
0 is the angle between the heading direction of the vehicle and the heading direction of the
front wheel. Finally, the slip angle § is defined as the difference between the velocity vector
v, which points in the actual direction of motion of the vehicle, and the heading direction of
the vehicle. Based on these variables and the made assumptions, the motion of the vehicle
can be described with the equations (1) to (3). The complete derivation is described in [10].
[2][9][10][12]

X =vcos(y + ) (1)
Y = vsin(y + ) (2)
.U 5
l,[)—E— lf_l_lrcosﬁtan , 5
1 U
where = tan™! (lf+lr tan 6)

The steering angle § can be expressed as a function of the wheelbase L and the length R,, as
shown in equation (4). Applying small-angle approximation, allows to eliminate the inverse
tan function from the equation and to replace the length R, with the curve radius R. The
simplified result can be seen in equation (5). [12]

L L
tan(8) = = = § = tan~?! (R_)
T T

x|~

3.1.3 Dynamic Modeling

Dynamic models describe a system using the forces and moments acting on it. They are either
derived from first principles, which rely on knowledge of the system, or are constructed from
empirical data. A combination of the two approaches is also possible. They can be arbitrarily
complex. A high-fidelity model can reflect the dynamics of a system very accurately, however
the higher complexity can complicate the design and the computation of the model. More
complicated systems can be split into individually modeled subsystems, in order to reduce
the complexity of the system and to better represent its dynamics. Typical components of a
vehicle that are modeled in subsystems are for instance the tires, aerodynamics, and
actuators. To simplify the overall vehicle dynamics, the vehicle model can be split into a
longitudinal and a lateral 2D-model. [13]

13



3 Theoretical Background

Longitudinal Vehicle Dynamics

The longitudinal vehicle dynamic model, illustrated in Figure 12, views the vehicle from the
xz-plane of the body frame. The vehicle travels on an incline with angle ¢. The model only
considers the forces that affect the vehicle’s forward and backward motion. The forces that
act on the vehicle are the longitudinal front and rear tire forces Fy; and F,, the rolling
resistance forces R, and Ry, the aerodynamic drag force Fg;,, and the x-component of
the gravitational force Fy,. These forces can be grouped by their sign into tractive and
resistive forces. By applying Newtons second law of motion, shown in equation (6), the
equation for the longitudinal vehicle motion follows in equation (7). The inertial term mi, on
the left side of the equation, consists of the vehicle’s total mass and the acceleration of the
vehicle in the longitudinal direction. The tractive and resistant forces are obtained from
individually modeled subsystems. The design of these subsystems is the actual task in the
design process of a dynamic model. [12]

mi = Z Fractive — Fresistant (6)

mi = Fyg+ For — Faero — Rxp — Ry — Fyy (7)

Figure 12: Longitudinal Vehicle Dynamic Model
Lateral Vehicle Dynamics
Similar to the kinematic model, a bicycle model can be used in the lateral dynamic model,
illustrated in Figure 13, to simplify the vehicle’s equations of motion. The assumptions

regarding speed and motion with the inertial frame made for the kinematic model are kept,
while the no-slip assumption is removed. Also, the definition of the variables §, 8, I¢, [, and
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v from Figure 11 is kept. The reference point is set at the center of gravity of the vehicle, with
the total vehicle mass m. [12]

Figure 13: Lateral Vehicle Dynamic Model

The tire slip angles af and a, are added to the model, which are defined as the difference
between the actual direction of motion of the front and rear wheel, and the heading direction
of the front and rear wheel, respectively. They can be expressed with the equations (8) and
(9). Further, the lateral tire forces Fy s and F,,- are added to the model. For small slip angles,
they can be approximated through their linear relationship with the front and rear wheel slip
angles ay and a,. This linear relationship, described in equations (10) and (11), is
characterized by the front and rear tire’s lateral cornering stiffness factors C, r and C,,,-. Other
influences, like drag and rolling resistance forces are neglected to simplify the model. [2]

a =6+ p- Ly (®) & =p+ i) )

Fyf = Cyf(lf (10) Fyr = yrar (11)

The total lateral acceleration of the vehicle ¥ in the inertial frame consists of the lateral
acceleration y;,; and the centripetal acceleration y..,, from the rotation of the vehicle. The
tangential and centripetal acceleration can be expressed in terms of the velocity of the
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vehicle, the rate of change of the slip angle, and the yaw rate, seen in equation (12). By
applying Newtons second law of motion, the equations (13) and (14) follow to describe the
vehicle’s lateral motion. Combining equations (12) and (13) results in equation (15). [14]

V= Jiat + Jeen = VB + 09 (12)
my = Fys +F,, (13)

LY = ;Fyr— LE, (14)
mv(B +v¥) = Fyr + Fy, (15)

3.2 Path Tracking

For feedback control a reference signal and a feedback signal are necessary. The numerical
difference between the two signals is the error signal. There are two types of errors in lateral
motion control, the crosstrack error and the heading error. The crosstrack error ¢ is the
distance between a chosen reference point on the vehicle and the closest point on the
reference path. It expresses how far the vehicle is away from the reference path. The heading
error 6 is defined within the inertial frame as the difference between the angle of the path J
and the vehicle’s yaw angle 1, at the vehicle’s reference point along the path. It expresses
how well the vehicle is aligned with in the direction of the reference path. In order for the
vehicle to track the reference path accurately, both the heading error and the crosstrack
error must converge to zero over time. [11]
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Figure 14: lllustration of the crosstrack error € (blue) and the heading error 0 (green) in the bicycle model with
the reference point in the center of the front axle

3.3 Control Techniques

This section will present the state of the art of vehicle control by introducing a selection of
different control approaches, commonly used in autonomous vehicles.

3.3.1 PID Control

One of the most common feedback control methods is proportional—integral—derivative (PID)
control. PID control, illustrated in Figure 15. It uses closed-loop feedback to repeatedly
calculate an error value e(t) from a desired reference value and a measured process variable.
The error signal is fed into the PID controller, which applies a correction based on a
proportional, an integral, and a derivate term. The corrected error signals are summed to the
output signal of the PID controller, which is fed to the plant. [23]
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Figure 15: PID Control block diagram [25]

The proportional term of the controller produces an output value that is proportional to the
current error value, adjusted by the gain K. A purely proportional controller generally
operates with a steady-state error because it requires a non-zero error to produce an output.
[25]

The integral term is the sum of the instantaneous error over time multiplied by the gain K;.
It keeps track of the past inputs by summing the running total of the inputs over time, thereby
converging the steady-state error over time to zero. A common problem with the integral
term in practice is integrator windup. Integrator windup occurs because every real actuator
reaches its physical limitations at some point, leading to a saturation of its output. The
integral term is not able to detect this error by itself, resulting in an incorrect integral sum.
Thus, in practice an anti-windup method is added to the controller, which turns the integral
term off when windup is detected. [25]

The derivative term is calculated by multiplying the rate of change of the error over time with
the derivative gain K,;. The term allows the controller to react proactively to the changing
error, which can prevent overshooting the reference value. In practice, a low pass filter is
usually added to the input the derivative term, to block unwanted frequencies from
propagating to the controller. This reduces unwanted noise in the system, which is
unavoidably introduced by the sensors or external disturbances acting on the system. [25]

It is not necessary to use all three terms when designing a PID controller. Depending on the
application of the controller, it can be advantageous to set the gains of the integrator or the
derivate term to zero. This reduces the complexity of the controller and simplifies the tuning
process. Table 1 shows how increasing the independent control terms influences the
response of a closed-loop system. Due to these effects, Pl-controllers are commonly used in
applications which require a minimal steady-state error, such as speed control applications,
while PD-controllers are used in applications that require the controller to react quickly to
changes or disturbances, like for instance temperature control. [24]
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Rise Time Overshoot Setting Time | Steady State Error Stability
Ky Decrease Increase Small change Decrease Degrade
K Decrease Increase Increase Large decrease Degrade
Ka Small change Decrease Decrease Small change Improve if K4 small

Table 1: The effects of increasing the independent PID control gains on the system response [24]

PID control is a control technique used in many different control applications. In vehicle
control it can be used for longitudinal and lateral control. In order to use it for lateral control,
a kinematic vehicle model can be used to calculate the crosstrack error, which serves as the
controlled variable. It should be noted that PID control is only a disturbance rejector and
behaves solely reactive. It is not able to predict future behavior, and thus it always takes the
controller some time interval to drive the error to zero. [23]

3.3.2 Feedforward Control

Feedforward control is an open-loop control method that uses knowledge about the process
to provide a predictive system response to reference changes or disturbances. Feedforward
controllers are often used in combination with feedback controllers, as depicted in Figure 16,
due to their complementary relationship. The control variable adjustment is based on
knowledge about the process in the form of a mathematical model or previous
measurements. [28]

Figure 16: Feedforward control structure block diagram [30]

In the case of the control of autonomous vehicles, the reference changes are usually planned
by a trajectory planner, based on the curvature of the path that the vehicle is supposed to
follow. The motion planner computes the trajectory at least a few seconds before the motion
commands are executed by the actuators. The prior knowledge about the reference changes
can be utilized, with the help of a feedforward controller, to respond to reference changes in
the moment they occur and reduce the accumulating error. As with any real system, the plant
of the vehicle can never be modeled perfectly. Because of that, the feedforward controller
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can only reduce the impact of the reference change or disturbance, and not remove it
completely. A feedforward controller in combination with a feedback controller can achieve
great performance, with the feedforward controller predictively correcting for a large
amount of the error, while the feedback controller reactively corrects for the remaining
error. [29]

3.3.3 Gain-Scheduling Control

Gain-scheduling, or varying parameter control, is an approach that uses a linear controller
with varying parameters to control a nonlinear plant at specific linearized operating points.
The parameters vary with respect to the operating conditions, which are controlled by
“scheduling variables”, illustrated in Figure 17. The scheduling variables are fed from the
plant to a scheduling envelope. The scheduling envelope uses the scheduling variables and a
selection mechanism, such as a look-up-table, to select a set of specific control parameters.
These control parameters are fed into the controller to update its current control
parameters. [26][27]

Figure 17: Feedforward control block diagram [26]

It is importent to note that the performance and stability is only guaranteed at the selected
operating points that the controller is tuned for. Hence, the control performance must be
tested and tuned across the entire scheduling envelope to ensure the proper robustness of
the controller. Another crucial aspect to consider is the method of transitioning between the
sets of parameters. The simplest transitional method is a switch that changes the sets of
parameters when a scheduled variable crosses a certain threshold. However, this can lead to
an unwanted bumpy behavior. Alternatively, methods such as a transient-switch, a fuzzy-
logic, or a function can be used to smooth out the transition between the sets of parameters.
In vehicle control, gain-scheduling can be used for both longitudinal and lateral control. For
lateral control, the longitudinal speed of the vehicle can be used as the scheduling variable.
Depending on the vehicle’s longitudinal speed, the steering controller would thus vary its
steering behavior. For longitudinal control, a road gradient can be used as the scheduling

20



3 Theoretical Background

variable, as it is done in [43]. Compared to fixed parameter control, gain-scheduling can lead
to an improved performance, especially in highly non-linear systems. [26][43]

3.3.4 Pure Pursuit Control

The Pure Pursuit control method is a geometric path tracking algorithm which relies on the
kinematic bicycle model, described in chapter 3.1.2. It was first proposed in 1985 and is one
of the earliest path tracking approaches. The controller selects a target point on the
reference path, a fixed distance ahead of the vehicle, and computes the steering commands
needed to intersect with this point. The target point continues to move forward as the vehicle
moves in the direction of the path, while the steering angle is continuously adjusted. The
control law of the Pure Pursuit controller is based the calculation of the curvature of a circular
arc, shown in Figure 18, with the radius R,. that connects the center of the vehicle’s rear axle
and the selected target point on the reference path, ahead of the vehicle. The target point is
determined by the look-ahead distance [ ;. The angle between the vehicle's heading direction
and the look-ahead direction is called a. It can be calculated in the inertial frame from the
vehicle’s current position with the coordinates X,; and Y,,, the target point with the
coordinates X, and Y;,, and the yaw angle i using the arc tangent function, seen in equation
(16). [16]

Yt — fvh
= tan ! 22— ) — 16
a an (ti—th> P (16)
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Figure 18: The underlying geometry of the Pure Pursuit control law

The Pure Pursuit control law is derived from the geometry of the triangle formed by the
center of the vehicle’s rear axle, the target point on the reference path, and the
instantaneous center point O, seen in Figure 18. By applying the law of sines to this triangle,
equation (17) follows. The equation can be simplified to equation (18) and further to
equation (19), using trigonometric identities. The equation can then be rearranged to
equation (20) to express the curvature of the circular path k created by the pure pursuit
controller, which is the inverse of the arc’s radius R,.. With this curvature and the equation
(5) from the kinematic bicycle model, the steering angle command can be formulated in
equation (21). [15]

ld _ R,
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It should be noted that a pure pursuit controller with a fixed look-ahead distance does not
consider the vehicle’s speed, which can lead to unwanted varying lateral accelerations at
different speeds. To address this problem, the lookahead distance can be obtained through
a function with the lookahead scaling constant K;; that is proportional to the vehicle’s
longitudinal speed v, expressed in equation (22). For saturation, this function can also be
limited to a minimum and maximum value of lj,in and lgmax- The complete equation of the
pure pursuit control law is described in equation (23). [15]

lg = Kjgvx (22)
2Lsin(a

5(t) = tan™?! <A> where lg € [lgmin lamax) (23)
Kiqvy

To analyze the behavior of the pure pursuit controller, the crosstrack error & can be obtained
through its trigonometric relationship with the angle a in equation (24). By combining
equation (24) with equation (20), the following relationship between curvature and cross-
track error can be established in equation (25). This equation reveals that the pure pursuit
controller acts like a proportional controller with a gain factor that decreases in a nonlinear
manner as the lookahead distance increases. [15]

€
sin(a) = T (24)
d
2
K =-—¢ (25)
la

In [15] the characteristics of the pure pursuit controller are described after testing it on
different racetracks and varying its tuning parameters. The results, illustrated in Figure 19,
show that a with a smaller lookahead the tracking becomes more accurate and more
oscillatory, while with a larger lookahead the tracking becomes less accurate and less
oscillatory. Thus, there is a trade-off between tracking performance and stability. The
controller is characterized by its asymptotic stability, which converges locally. The
experiments also showed a respectable robustness to discontinuities in the path and
demonstrated the controller’s characteristic of “cutting corner” on curved paths. [15][16]
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Figure 19: Effect of look-ahead distance for small and large values [15]

The pure pursuit control algorithm is commonly used in autonomous vehicles and robotics
because of its simplicity. As it is purely based on kinematics, its performance decreases when
the vehicle’s motion is affected by tire slip, as is the case in aggressive race driving
maneuvers. Nonetheless, for a normal driving behavior and at low speeds a pure pursuit
controller can perform quite well. [16]

3.3.5 Stanley Control

The Stanley control method is a geometric path tracking controller that was developed by
the Stanford Racing Team, the winning team of the 2005 DARPA Grand Challenge, which is a
racing event for autonomous vehicles. The controller was named after their vehicle,
“Stanley”, and was designed for off-road driving because the event was held in a desert. The
control law was designed to achieve a high level of stability, which was crucial to drive in the
desert’s rough terrain consisting of loose sand and mud puddles. The Stanley controller,
illustrated in Figure 20, is based on the kinematic bicycle model, described in chapter 3.1.2.
It augments these equations further with additional terms to better capture the motion of
the vehicle. The vehicle’s reference point is set to the center of the front axle. The Stanley
controller is a nonlinear feedback controller that uses the crosstrack and the heading error
to control the vehicle. Unlike the pure pursuit controller, it does not use a look-ahead
distance. [17]
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Figure 20: The underlying geometry of the Stanley control law

The Stanley control law consists of several terms. The first term keeps the front wheel aligned
with the reference path. This is accomplished by setting the steering angle § equal to the
heading error 6. A second term then is added to eliminate the crosstrack error. This term
uses the cross-track error &, which is proportionally adjusted through the gain kg, and
inversely adjusted through the longitudinal speed of the vehicle v,. The adjusted crosstrack
error is then mapped by an arc tangent function to the angular range from minus /2 to plus
/2, which saturates the term’s influence on the control law. Next, the steering angle
command is restricted to the minimum and a maximum steering angles 8,,;n and Gqx
which models the effect that the steering wheel can only be turned a finite amount in each
direction. The up to here derived control law is known as the simplified Stanley control law
and is shown in equation (26). [15][18]

ks, €
6=0+ tan‘1< ;9].1) ); 6(t) € [Smin' 6max] (26)

P

At lower speeds, the simplified Stanley control law behaves quite aggressively to noisy speed
measurements. Thus, the controller can further be improved by adding the softening gain
ksoft to the denominator inside the arc tangent function. This damps the steering response
and improves stability. A similar problem occurs at higher speeds where the controller can
act overly aggressive, due to the increased lateral accelerations experienced at higher
speeds. To counteract this problem a third term is added to the control law, which damps
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the response by adding a derivate term. This term depends on the yaw rate 1,[) and is scaled
by the yaw rate gain k4,4, s seen in equation (27). [18]

kspe

6 =0+ tan_l (—
ksoft + Uy

> + kd,yawlp; S(t) € [Smin’ 6max] (27)

Finally, a fourth term can be added to the steering command, which mitigates the time delay
and overshoot from the steering actuator. This term computes the steering rate
) using the currently measured steering angle 6,045 and the next planned steering angle
Otrqj(i + 1) on the trajectory. Both steering angles are discrete values with the index i. The
steering rate is scaled by the steering rate gain kg gteer. The final Stanley control law is
described by equation (28). [18]

ks pe ;
§=0+ tan! (S—p) + kayawt
ksoft T Uy
+ kd,steer (6meas(i) - 6traj(i + 1)); (28)

5(t) € [5min; 6max]

The Stanley controller is characterized by its asymptotic stability which converges globally,
meaning that no matter the initial yaw angle and position, in principle, the controller will
always lead the vehicle back on the reference path. Another interesting characteristic of the
Stanley controller is that its crosstrack error decay rate is entirely independent of the
vehicle’s speed. Thus, the vehicle always converges with the path at the same time, no matter
the velocity at which it travels. The performance of the simplified Stanley controller,
described in equation (26), was tested in [15]. The results show that as kg, increases, the
tracking accuracy increases and the vehicle becomes less stable. It is also concluded that the
controller has difficulty with discontinuity of a path and that it performed relatively well at
lower and moderate speeds. [15]

3.3.6 Model Predictive Control

Model Predictive Control (MPC) is a modern feedback control method that utilizes a model
of the plant and an optimizer to iteratively predict optimal control actions. MPCis also called
Receding Horizon Control because at each time step it solves an optimization problem over
a short time horizon, which recedes as time moves forward. While the system executes the
control actions, the controller already solves the next optimization problem to find the
appropriate control action for the upcoming time interval. MPC control relies on three
control parameters, which are crucial to the controller’s performance and contribute to the
computational complexity of the MPC algorithm. These parameters, illustrated in Figure 21,
are the sample time, the prediction horizon, and the control horizon. The sample time defines
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the length of a single time step. Each time step is marked on the horizontal axis with the
current time step labeled k. The prediction horizon is the number of predicted future time
steps and shows how far the controller predicts into the future. The control horizon defines
the number of control time steps available to the optimizer. The higher the control horizon,
the better the prediction, however this comes at the cost of the increased number of
computations that are performed. [20][21]

Figure 21: lllustration of the MPC parameters: Sample time, prediction horizon, and control horizon [20]

A key characteristic of MPC is that it can be used for multi-input multi-output (MIMO)
systems, meaning it can control multiple processes simultaneously, while considering all the
interactions between the system variables. Another feature of MPC is that the states and
outputs can be explicitly constrained to stay within secure operating limits. For example,
these constraints can account for aspects like undesirable velocities and actuator limitations.
Figure 22 illustrates the MPC control structure in a block diagram. The MPC controller
consists of a model of the plant and an optimizer. At each time step, the model receives the
future input from the optimizer, the past output from the plant, and the past inputs to the
plant. With this information, the model outputs several predicted states for the next time-
step, which are compared with the reference. The errors are fed into the optimizer, which
computes the optimal control inputs for the control horizon. The optimizer uses an objective
function and considers the predefined constraints. Finally, the optimal control signal is fed to
the plant, while the entire process repeats for the next time step. [19][21]
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Figure 22: Model Predictive Control block diagram [19]

Model Predictive Control can be used with linear and non-linear models. MPC that uses a
linear time-invariant model is called Linear MPC and is usually described with state space
equations in discrete form. In this linear state space model, the future states
X¢4q are linearly related to the current states x; and the inputs u;. As shown in equation
(29), the states and inputs are transformed by the time-invariant matrices A and B
respectfully, which describe the system. The linear MPC approach pursues to find the optimal
set of control inputs U over a finite control horizon, shown in equation (30), using a linear
objective function, shown in equation (31). The objective function that is used for the
optimization is a quadratic cost function, which is also called the linear quadratic regular
(LQR). The LQR sums the weighted control performance and input aggressiveness over a
finite horizon. The square weight matrices Q and R have the same number of rows as the
number of states in the state vector x;. Q and R can be adjusted to achieve a particular
optimal objective. The optimization of the LQR cost function provides a closed-form solution,
meaning the solution can be represented in the form of a linear function. This function is
proven to be asymptotically stable with local convergence and can be solved within a certain
amount of time. [22]

X¢r1 = Axe + Bu, (29)
U= {u,upq, Uiz, - } (30)
t+T-1
min x(t), U) = Z x7.0x;, + ul,QRu; 31
U= {up, psq, Upsz, ) ]( ( ) ) v ],tQ j,t ],tQ j,t ( )

Modeling dynamic systems only using linear functions is difficult however, since many
systems don’t behave linearly. MPC can also use non-linear models. If the MPC model is non-
linear, but can be approximated by linear models through linearization, the methods of
adaptive MPC and gain-scheduled MPC can be used. The first method, adaptive MPC
computes linear models for the relevant operating points, as the operating conditions
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change. At each time step, the plant model is updated with these linear models, which have
the same number of states and constraints across different operating points. The second
method, gain-scheduled MPC, works by creating an individual linear MPC controller for each
operating point and switching between them according to the operating conditions. This
requires an algorithm that changes between the states. It allows the MPC controller to have
different states and constraints across the operating conditions. If the non-linear MPC cannot
be approximated by linear models through linearization, it is still possible to use non-linear
models, as long as the function is differentiable. However, solving non-linear objective
functions is only possible through numerical methods because no general closed form
solution exists. Solving complex models numerically, can lead to a high computational effort,
which can take too long to be solved in real-time. Thus, the MPC model is crucial in real-time
applications. [21]

The advances in computing hardware and programming have made more complex MPC
models viable, even in real-time applications, like driverless cars. The main advantages of
MPC are its ability to achieve excellent results, through its optimization approach, and its
property to define explicit constraints. The main disadvantage of MPC is its increased
computational requirements, which rely on fast solvers to return optimal solutions within a
short amount of time. The task of computing a MPC problem becomes more complex with
an increase in the number of system states and constraints, as well as the length of the
control horizon and the prediction horizon. MPC shows a lot of promise to be used in
autonomous vehicles, especially in autonomous racing, as it can improve performance on a
wide operating range, needed for highly aggressive racing maneuvers. [16][22]
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4 Requirements Analysis

This chapter will define the requirements that the vehicle control system must fulfill. First, it
will list the stakeholders interested in the system in section 4.1. Then, it will formulate two
system use cases in section 4.2. Finally, it will establish the requirements for the vehicle
control system in section 4.3.

4.1 Stakeholder Analysis

The development of the vehicle control system is part of the HAWKS Driverless project and
intersects with many parts of the project. Several different stakeholders are interested in the
progress and the results of this system. Table 2 lists the stakeholders, their position, and
analyzes their interest in the vehicle control system.

Stakeholder
Moritz Hower

Interest
A functioning and robust control system

Position
Technical director of

the HAWKS Driverless
Team

that can be implemented and tested in
time and is resource efficient.

Person responsible for
state estimation
module

Philipp Gehrmann

Information relevant for state estimation
(For example: max. lookahead distance)

Person responsible for

Currently not

The interface between the motion

motion planning assigned planning module and the vehicle control
module module.
Persons responsible Christian A control system that provides

for low-level actuator
control

Schappmann and
Michel Wegner

appropriate actuator commands to the
low-level controllers.

System User

The HAWKS Racing
Team

A functioning control system that can be
tuned and tested quickly.

Event organizer

FSG

A system that is rules compliant and safe.

Table 2: List of stakeholders interested in the vehicle control system
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4.2 Use Cases

The presented use cases describe the scenarios in which the vehicle control system is used
during the FSG competition.

4.2.1 Regular Driving

During regular driving, the vehicle control system must control H14DV autonomously on the
Acceleration, Skidpad, and Autocross/Trackdrive racetrack. The vehicle will start at a small
distance in front of the start/finish line, marked by the orange cones. At the beginning of the
discipline, the vehicle will receive a telemetric start signal from one of the Formula Student
officials, which activates the autonomous driving mode and launches the vehicle control
system. The vehicle control system must then accelerate and steer the vehicle, based to the
data received from the motion planning module. During regular driving, the vehicle shall
reach a minimum speed of 12.5 km/h (3.5 m/s) and shall not exceed a maximum speed of 20
km/h (5.6 m/s). The vehicle shall also accelerate no faster than 3 m/s2. To simplify motion
planning and because the vehicle will only travel at low speeds, the vehicle may simply be
given a constant reference speed throughout the complete discipline. Also, the system uses
the centerline of the track as reference to control its lateral position. The distance between
the outside of the wheels and the cones is roughly 0.8 m on each side. The vehicle must not
hit any cones. Once it reaches the stop area, the vehicle control system will be turned off and
a controlled stop will be performed. Figure 23 shows the general setup of the regular driving
use case. The image is from KA-Raclng team from the Karlsruher Institut fiir Technologie and
shows their driverless vehicle being tested on an Autocross/Trackdrive racetrack.

Figure 23: The image shows the driverless vehicle from KA-Racelng during testing on an Autocross/Trackdrive
racetrack [42]
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4.2.2 Brake Test Driving

During the autonomous break test, the vehicle control system must control H14DV on a
straight-line track. The vehicle must accelerate from 0 to at least 40 km/h (11.1 m/s) within
20 m. This means the vehicle must accelerate with an average acceleration of 3.1 m/s2. To
achieve this, full load will be applied to the H14DV’s electric drive. After passing the 20 m
marker, the EBS will be manually activated and all electronic components in the vehicle will
be turned off, meaning the vehicle control system will be turned off. An image of a FSG brake
test is shown in Figure 24.

Figure 24: The driverless vehicle from the TU Delft driverless team performing the autonomous break test at
the FSG in 2019 [45]

4.3 System Requirements

The requirements for the vehicle control system are derived from the problem analysis and
the described use cases. They are split into functional and non-functional requirements and
are listed in Table 3 and Table 4. The functional requirements describe what the system must
be capable of doing, while the non-functional requirements describe how the system must
perform a certain function.
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4.3.1 Functional Requirements

Req. | Description

ID

R1.01 | The system must drive the lateral distance between the vehicle and the reference
path to zero over time.

R1.02 | The system must drive the difference between the vehicle’s longitudinal speed and
the reference speed to zero over time.

R1.03 | The system must be designed so that the vehicle does not come into contact with
any of the cones.

R1.04 | The system must keep the vehicle asymptotically stable throughout the vehicle’s
operating range, which includes speeds of up to 45 km/h (12,5 m/s) and
accelerations of up to 4 m/s2.

R1.05 | The system must be able to control the vehicle on the racetracks of the
Acceleration, Skidpad, Autocross, and Trackdrive discipline, where it must reach a
minimum speed of 12.5 km/h (3.5 m/s) and may reach a maximum speed of up to
20 km/h (5.6 m/s).

R1.06 | The system must be able to control the vehicle during the autonomous brake test,
where it must accelerate the vehicle to 40 km/h (11.1 m/s) within a distance of 20
m.

R1.07 | The system must be able to handle minor disturbances, such as wind striking the
vehicle.

Table 3: Functional Requirements for the vehicle control system
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4.3.2 Non-Functional Requirements

Req. | Description

ID

R2.01 | The system must be implemented in software.

R2.02 | The system must possess real-time capability, meaning the control algorithms
must be computable in less than 10 ms, in order to provide fast enough control
commands.

R2.03 | The system must be simple in its design and tuning process.

R2.04 | The system must not draw more than 15 % of any of the DCU’s computational
resources (CPU performance, RAM).

R2.05 | The system must control the lateral motion of the vehicle so that it does not
overshoot the center line of the racetrack by more than 0.8 m.

R2.06 | The system must control the lateral motion of the vehicle so that it does not exceed
a steady-state accuracy of more than 0.2 m from the center line of the racetrack.

R2.07 | The system must damp the lateral motion of the vehicle in a way that no enduring
oscillatory steering is perceived.

R2.08 | The system must control the longitudinal motion of the vehicle so that it does not
overshoot the reference speed by more than 5 km/h (1,4 m/s).

R2.09 | The system must control the longitudinal motion of the vehicle so that it does not
exceed a steady-state accuracy of more than 1 km/h (0.3 m/s).

R2.10 | The system’s speed with which it reaches its steady-state values must be balanced,
so that neither one of the previous requirements is violated.

R2.10 | The system must be designed and tested using a model-based design approach.

For this purpose, a simulation and a vehicle model must be used. The vehicle model
must represent the motion of H14DV in a way that reasonably balances the
tradeoff between accuracy and complexity. This means the level of detail of the
model must be limited to a practical extent, in order to avoid unnecessary
complication. The physical effects and limitations of the vehicle must be analyzed
and considered within the design of the model. This includes for instance factors
like time delays, range limitations, and saturation effects.

Table 4: Non-functional Requirements for the vehicle control system

34



5 Concept Development

This chapter aims to develop a concept for the vehicle control system. The different state-of-
the-art control techniques, described in chapter 3, are compared and evaluated in section
5.1. Based on this assessment and the defined requirements, a concept for the lateral and
for the longitudinal controller will be formulated in section 5.2.

5.1 Evaluation and Comparison

In general, more complex control approaches promise better performance of the controller.
The control engineers of the Formula Student team AMZ from the ETH Zirich, one of the
most experienced and successful teams, confirm this conclusion. Based on their experience,
they compared the performance and development time of simple control techniques, such
as PID and Pure Pursuit, as well as more complex approaches, like MPC and Reinforcement
Learning control (RL), shown graphically in Figure 25. AMZ recommends starting with a
simple control technique if no previous experience with more advanced techniques exists.
[31]

Figure 25: Diagram comparing the performance and the development time of different types of control
approaches based on the experience from AMZ. [31]

The comparison also shows that the model, on which the controller is based on, is vital to the
performance of the controller. The kinematic bicycle model can represent the motion of a
vehicle moving at low speeds and moderate driving conditions quite well. AMZ even reported
that at speeds slower than 10.8 km/h (3 m/s) their kinematic model represented the motion
of their vehicle better than their dynamic model. Hence, they switch between their models
depending on the speed of the vehicle. For higher speeds and in situations in which the no-
slip assumption is no longer applicable a dynamic model is needed to accurately reflect the
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response of the vehicle. However, the higher fidelity of the model complicates the control
problem and is more involved to develop. [32]

In order to evaluate and compare the different techniques for lateral and longitudinal
control, the following criteria are established, based on the requirements defined in chapter
4. For longitudinal control the criteria are the operating limitations, the computational
requirements, the development complexity in terms of controller design and tuning, the
stability, and the potential performance. For lateral control the same criteria apply, as well
as, the modelling approach, on which the controller is based on, and the operating
limitations.

5.1.1 Lateral Control Techniques

The comparison of the lateral control techniques shows that techniques which rely on static
control laws and kinematic models, like gain-scheduled PID, Pure Pursuit, and Stanley have
lower computational requirements and are more readily implemented, due to their
simplicity. For normal driving behavior and moderate speeds, they have a decent path
tracking performance. At higher speeds and more aggressive driving behavior, they become
less reliable, however. The Pure Pursuit and the Stanley controller are similar in that both
rely on the geometry of the kinematic bicycle model. They also both proportionally relate
their control gains to the forward speed of the vehicle and use the arc tangent function.
Nonetheless, they differ significantly by their individual penalization of the heading and the
crosstrack error. Also, the two controllers differ in that the Pure Pursuit controller uses the
lookahead distance and the Stanley controller uses additional damping terms to improve its
performance. The gain-scheduled PID relies less on geometry, which is why its performance
is lower. On the other hand, control techniques which rely on optimal control and dynamic
models require significantly more computational resources and are more complex to
implement. They achieve better path tracking performance at higher speeds and are able to
account for tire slip. Linear MPC has the great advantage of having a guaranteed solvability
through a closed-form solution, and thus being asymptotically stable with local convergence.
Unfortunately, even the simplest models, like the kinematic bicycle model, use non-linear
functions, which limits the practical use of linear MPC. This problem can be overcome
through linearization, like applied in [15], however, this compromises on the accuracy of the
vehicle model. Table 5 summarizes the evaluation of the techniques used for lateral control.
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Control techniques
(el Non-Linear
scheduled Pure Pursuit Stanley Linear MPC
MPC
PID
Model Kinematic Kinematic Kinematic Kmematl.c or Kmematl.c or
Dynamic Dynamic
Low t Low t Low t
Operating owto owto owto No No
.. moderate moderate moderate S Lo
limitations limitations limitations
speeds speeds speeds
o Com;:!utatlonal Low Low Low Modgrate to Very high
g requirements high
S
Controller design
M
and tuning od:irahte to Low Moderate High High
complexity g
- Not
Stability Local* Local* Global* Local*
guaranteed
Path Trackin . .
g Low Moderate Moderate High High
performance

Table 5: The summarized characteristics and results of the evaluation of control techniques for lateral control.
Legend: *: Asymptotic stability with described convergence.

5.1.2

Longitudinal Control Techniques

The proposed concepts for longitudinal control can be split into two general groups of
solutions, PID control and MPC. PID control solutions have low computational requirements
and have low to moderate complexity. PID controllers with fixed parameters can have
performance issues when the controlled system is not linear and when sudden reference
changes occur. These performance issues can be mitigated through gain-scheduling and
feedforward control at the cost of increased complexity. As mentioned before, MPC solutions
require significantly more computational resources and are more complex to implement.
Their performance is generally higher, especially for strongly non-linear systems. Table 6
summarizes the evaluation of the techniques used for longitudinal control.
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Control techniques
PID with (L Feedforward Non-Linear
. . Scheduled Linear MPC
fixed gains +PID MPC
PID
Com;:!utatlonal Low Low Low Modgrate Very high
requirements to high
Contl:oller de5|gn.and Low to Moderate Low to High High
] tuning complexity moderate moderate
Q
G Not
Stability Local* Local* Local* Local*
guaranteed
Low to Moderate to . .
Performance moderate Moderate high High High

Table 6: The summarized results of the evaluation of control techniques for longitudinal control
Legend: *: Asymptotic stability with described convergence.

5.2 Concept Decision

5.2.1 Control Concept

For the concept of the lateral controller the Pure Pursuit control approach is chosen. This
approach is chosen because its properties align best with the defined requirements. The
vehicle will only travel at relatively low speeds and will only accelerate slowly, thus a
controller based on a kinematic model is completely sufficient, if not better than a dynamic
model. The controller is expected to perform well, within the required speed range. Its simple
control law allows for a fast implementation and tuning process, which is important because
the time available for development and testing is limited. Also, Pure Pursuit requires little
computational resources and is sufficiently stable, as long as the lookahead distance is
chosen properly. Through tuning, its characteristic of cutting-corners can be minimized or
can even be taken advantage of for path optimization. In terms of performance, the Stanley
Control approach is similarly suited. However, the increased stability, which is not necessarily
required, comes at the cost of additional complexity. The gain-scheduled PID approach would
require extensive time for tuning and would most likely not achieve a better performance
than the Pure Pursuit approach. The main problem with MPC is the difficulty of developing a
good model. Linear vehicle models are not accurate enough at low speeds, while non-linear
models do not guarantee stability and require a high amount of computational resources.

For longitudinal control the PID approach with fixed parameters is chosen. The concept is
chosen because the vehicle is assumed to behave linearly at low accelerations. This
assumption is based the data obtained from AMZ, illustrated in Figure 26, which shows that
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AMZ'’s electric vehicle behaves linearly at low accelerations. If in reality the vehicle should
behave more non-linearly than expected, the PID controller can be further improved through
gain-scheduling. A feedforward controller is not planned to be implemented because the
vehicle will only travel at low speeds, which makes this control method ineffective and
unnecessary. The PID approach is chosen over MPC because of its lower computational
requirements and its lower complexity in terms of tuning and development.

Figure 26: The longitudinal acceleration in relationship to the propulsion command of the electric Formula
Student vehicle from AMZ [31]

5.2.2 Vehicle Model Concept

A dynamic bicycle model approach is chosen to represent the motion of H14DV. Because the
model is not utilized for optimization within the controller, like in MPC, its computational
requirements are not as important. A dynamic model is capable of describing the system in
a lot more detail than a kinematic model, which leads to a better representation of the
system. A lot of the information that is needed to dynamically model H14DV has been
documented as part of the HAWKS project and can be used within the vehicle model’s design.
The vehicle model is planned to include three degrees of freedom (3DOF), which allow for
translational movement in the X and Y direction, and for rotational movement around the
z-axis of the vehicle. The dynamic bicycle model is intended to consider the vehicle’s
dimensions and inertia, as well as the effects resulting from aerodynamics, tires, and
actuators. The suspension of the vehicle is not modeled because of the low speeds and
accelerations of the vehicle as well as the nearly flat road surface with no serious road bumps.
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This chapter will describe the implementation of the vehicle control system simulation. In
section 6.1, it will discuss the simulation environment that is used and the general setup of
the simulation. In section 6.2, it will describe the implementation of the trajectory
generation. Afterwards, it will explain the design of the vehicle model in section 6.3 and the
design of the controllers in section 6.4. Finally, it will show the implementation of the data
visualization in section 6.5.

6.1 Simulation Environment and Setup

To simulate the vehicle model of H14DV and the vehicle control system, the simulation
software Simulink from MathWorks is utilized. Simulink is a graphical MATLAB-based
programming environment for modeling, simulating, and analyzing dynamical systems. It is
widely used in the field of controls and digital signal processing for model-based design.
Simulink is chosen due to the software toolboxes it provides. These toolboxes ease and speed
up the implementation process by supplying many pre-built modeling blocks. The simulation
uses the Vehicle Dynamics Blockset toolbox and the Automated Driving toolbox.

The simulation setup is split into four sections: Trajectory generation, vehicle control, vehicle
modelling, and data visualization. The highest-level of the created simulation is shown in

Figure 27 and in A.19. The setup is based on the example [39] from MathWorks. The
simulation also inputs data through a MATLAB setup script, which is listed in A.16.

Figure 27: The highest-level of the simulation of H14DV created in Simulink
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6.2 Trajectory Generation

The trajectory generation block is located on the left side in Figure 27. It provides the
reference path and the reference speed to the controllers. The trajectories used in this
simulation are not generated by the motion planning module, as shown in the control
structure in Figure 7, but are generated manually prior to the simulation. They are created
using the Driving-Scenario-Designer application from MathWorks. The application allows the
definition of 2D-trajectories using a graphical interface. The trajectories are defined with
waypoints. Each waypoint has a X- and Y-coordinate as well as a defined vehicle target
speed. The data is stored in arrays that can be accessed from Simulink. The created
trajectories resemble the racetracks of the FSG disciplines and are shown in Figure 28, Figure
29, and Figure 30. The Acceleration and the Skidpad trajectories are created using the
dimensions specified in the FSG competition handbook. The Autocross/Trackdrive racetrack
is not published by the FSG. Therefore, the trajectory is constructed from data, obtained from
AMZ, of the FSG’s 2019 Autocross/Trackdrive racetrack, shown in Figure 31.

Figure 28: The created Acceleration trajectory Figure 29: The created Skidpad trajectory
Figure 30: The created Autocross/Trackdrive Figure 31: Trajectory data of the FSG’s 2019
trajectory Autocross/Trackdrive racetrack from AMZ
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6.3 Vehicle Model Design

The vehicle model is constructed from several individual subsystem models, shown in Figure
32. These subsystems include a vehicle body model, a tire model, a steering model, and a
powertrain model. The following sections explain each subsystem model.

Figure 32: The subsystem models of the vehicle model

6.3.1 Vehicle Body Model

The vehicle body model is the main block of the vehicle model. It is implemented by the
“Vehicle Body 3DOF Single Track” block from the Vehicle Dynamics Blockset, which models
the dynamics of a rigid two-wheel vehicle and computes its longitudinal, lateral, and yaw
motion. The dynamic equations of motion of the model are described by equation (32), (33),
and (34). They calculate the vehicle’s translational longitudinal and lateral accelerations ¥
and ¥ at its center of gravity as well as the vehicle’s rotational acceleration v around its z-
axis. The tangential accelerations are calculated from the radial accelerations, the forces
acting on the vehicle, and the vehicle’s mass m. The radial accelerations yi) and —x1) are the
product of the translational and rotation velocities. The forces considered in this model are
the front and rear tire forces Fys, Fyr, Fyr and F,, as well as th“e total external forces
Fyext and Fyey; acting on the vehicle. The rotational acceleration v is computed from the
moments caused from the longitudinal tire forces Fy; and F,,, the total external moments
M., acting on the vehicle, and the moment of inertia of the vehicle around its z-axis. The
horizonal distance from the vehicles COG to the front axle is labeled a and to the rear axle is
labeled b. The only external forces and moments accounted for in this model are caused by
the aerodynamic drag. The complete documentation of the Simulink block is presented in
A.11.

Fxf+Fxr+erxt
m

=y + (32)

42



6 Implementation

. F,+FE,+F
. . yf yr yext
= —xy +
y XI,D m
J= aFys — bFg + Moy,

IZZ

(33)

(34)

As shown in Figure 32, the block is configured to input the steering angle of the front wheel,
the longitudinal and lateral tire forces of the front and rear wheel, the friction coefficient,
and the initial position of the vehicle. It outputs the signal bus “Info”, which contains the
entire accessible data generated by the model. The block accounts for the vehicle’s total
mass, dimensions, and moment of inertia around its z-axis with constant parameters. The
values of the parameters are based on measurements of the individual components. A list of
all the individual measurements is shown in A.10. Some the of parameters can only be
estimated, as not all components are fully assembled yet. The aerodynamic drag and lift
coefficients C4 and C, are obtained from an air flow simulation using the simulation software

ANSYS, shown in Figure 33.

Figure 33: The air flow simulation of H14 with ANSYS

The most important vehicle parameters are summarized in Table 7.

Parameter Symbol | Value Unit
Wheelbase L 1550 mm
Track width w 1200 mm
Total mass of the vehicle m 210 kg
Moment of inertia around the z-axis I,, 82.9 kg-m?
Air drag coefficient acting along vehicle-fixed x-axis Cq 0.5716 -
Air drag coefficient acting along vehicle-fixed z-axis G 0.2365 -

Table 7: Vehicle Parameters

As mentioned before, the vehicle body model considers aerodynamic drag. The aerodynamic
drag forces and moments are calculated for the x-, y-, and y-direction. Equation (35) and
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(36) show the calculation of the forces and moments for the x-direction exemplarily. The
equations depend on the frontal area of the vehicle Af, the respective air drag and lift
coefficients C; and C;, the atmospheric specific gas constant R, the environmental
temperature T, the absolute pressure P,;,, and the relative air speed w. The frontal area is
approximated to be roughly 1 m2.

Fay = CaAPgps(W)? (35)

"~ 2TR

Mg, = — TR CaApPgps(W)2L (36)

6.3.2 Tire Model

The tires are the interface between the vehicle and the road. Thus, their force generating
behavior is critical to the dynamics of the vehicle. Because tire modeling is an intensely
researched field in vehicle dynamics, a vast number of different tire models have been
proposed in literature. One of the most widely used tire models is the Pacejka tire model. It
is an empirical model that provides a combination of accurate force prediction and
convenient computation. The Pacejka tire model will be used to model the front and rear
longitudinal tire forces Fys and Fy, in this model. The Pacejka tire model uses the “magic
formula”, shown in equation (37) and (38). The formula cannot be derived, thus its name, the
“magic formula”. It depends on the respective tire slip ratio A, the respective tire normal
force FE,, the road-tire friction coefficient u, as well as the four empirical tire parameters
B,,C,,D, and E, which depend on the properties of the tire. The slip ratio 4 is defined as
the difference between the longitudinal speed of the vehicle v, and the product of the
rotational speed of the tire w; and the tire radius r;, shown respectively in equation (39) and
(40), for the front and rear tire. The rotational speed of the tire is determined from torque
applied on the tire T; and the tire’s moment of inertia I,,,, as shown in equation (41). The
tire’s moment of inertia is calculated form its mass m; and its radius r;, as shown in equation
(42).

Fep = Dysin [Cy tan™* (ByAy — By (ByAy — tan™2(BA;)) )| uFy (37)
Fer = Dy sin[Cy tan™(ByA, — Ex(ByA, — tan™1(ByA,))| uFyr (38)

WerTe — Uy

A= —=
’ o (39)

Wy — V.
/11, — _trt *x (40)
vx
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t

1
Iyy 0

Iyy = mtth (42)

The model parameters are obtained by fitting the curve of the magic formula to the empirical
data points attained through experiments. For this purpose, the tire data is plotted on a
graph, as shown in Figure 34, showing the longitudinal force F, of the respective tire over the
slip ratio.

Figure 34: The curve of the magic formula (in blue) is fitted to empirical tire data (in red) by adjusting the tire
parameters B, C,, D, and E, [46]

To implement the Pacejka tire model for the longitudinal tire forces the “Longitudinal
Wheel”-block from the Vehicle Dynamics Blockset is used. The block is able to model the
longitudinal behavior of an ideal wheel, the wheel’s rolling resistance and the forces created
by a disk or drum brake. However, to keep the model simple, the block is configured to only
model the longitudinal tire forces by applying equations (37) to (40). The complete
documentation of the “Longitudinal Wheel”-block is found in A.12. Because no tire data for
the used Continental 205/470R13-tire is available, the tire data of the slightly larger
Continental 205/510R13-tire is used. The data is obtained from the Formula Student Team
of the University of Stuttgart, Rennteam Stuttgart, and can be found in A.13. The model
parameters are obtained by fitting the curve of the magic formula with MATLAB to the tire
data of the Continental 205/510R13-tire, shown Figure 35. The MATLAB code is shown in
A.17. The determined parameters are listed in Table 8.
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Figure 35: The Magic Formula (blue) is fitted to the longitudinal tire data of the Continental 205/510R13 tire
(red)

The lateral tire forces are obtained using a linear tire model, similar to the model introduced
in section 3.1.3. A linear tire model is used because only small slip angles are assumed to
occur. Also, the model is already integrated into the Vehicle-Body-3DOF-block used in the
vehicle body model, which makes its use convenient. The model calculates the front and rear
lateral tire forces F),r and F,,,- by applying equation (43) and (44). The forces are proportional
to the tire cornering stiffness C,, the respective slip angles ar and a,., the friction coefficient
U, and the respective axial load ratio. The axial load ratio is obtained by dividing the
respective normal forcing acting of the tire F, by the nominal normal force E,;,om,-

sz

yf y &l Eom (43)
Ey

Fyr = —Cyary —anom (44)

The tire cornering stiffness C,, is calculated in equation (45) from the slope of the lateral tire
data of the Continental 205/510R13-tire, shown in Figure 36. The original data is also

obtained from the Rennteam Stuttgart and can be found in A.14. The MATLAB code is shown
in A.18.
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Figure 36: A linear function (blue) is fitted to the lateral tire data of the Continental 205/510R13 tire (red) for
small slip angles

The determined longitudinal tire model parameters, the lateral cornering stiffness, the used
friction coefficient, and the assumed normal force are listed in Table 8.

Parameter B, Cy D, E, lyy Cy U F,
Value 16 1.65 35 0.01 0.4 -35.8 0.72 1150
Unit - - - - kg'-m? | kN/rad - N

Table 8: The determined longitudinal and lateral tire model parameters [43]

6.3.3 Steering system model

The steering system model, shown in Figure 37, represents the physical behavior of the
autonomous steering system. The system is modeled as a first order lag element (PT,), with
the transfer function, shown in equation (46). Its parameters, the proportional constant K
and the lag time constant T, can be determined from tests performed with the real system.
However, because the steering system is not fully assembled at this point, the values of the
parameters can only be estimated. The estimated values are presented in Table 9. Once, the
system is operational, K; can be determined from the slope of the system’s static
characteristic curve, shown in Figure 38. The curve describes the relationship between the
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steering command (system input) and the position of the steering rod (system output). The
lag time constant Tg can be determined from the system’s dynamic characteristic curve,
shown in Figure 39. This curve plots the progress of the steering position over the time. T is
determined from the time it takes the system to reach 63 % of its reference value. The output
of the steering system is limited to an absolute maximum steering angle of 45 degrees.

Figure 37: Simulink model of the autonomous steering system

Gsteer(s) = 1+ TSS (46)
Parameter Kg T
Value 1 0.05

Table 9: Estimation of the steering system parameters

Figure 38: Static characteristic curve of the
steering system relating the steering command
with the actual steering position

Figure 39: Dynamic characteristic curve of the steering
system showing the progress of the steering position
over time

6.3.4 Powertrain model

The powertrain model, shown in Figure 40, represents the physical behavior of the electric
drive motor and the chain drive. The drive motor and the low-level controller are modeled,
like the steering system, as a PT1-element. The parameters can also only be estimated at this
point, as the electric motor has not been delivered yet from the manufacturer. The estimated
parameter values are presented in Table 10 and are determined similarly as in section 6.3.3.
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Parameter Karive T arive
Value 1 0.010

Table 10: Estimation of the drive motor parameters

As mentioned in chapter 2, the electric drive will not only be used to propel the vehicle
forward, but also for active braking. For this purpose, the electric motor will be used as a
generator. The brake force is generated by the induced currents in the motor magnets. The
magnets are induced through the magnetic fields of the electric coils on the rotating motor
shaft. The created brake force is also known as back electromotive force (Back EMF). To keep
the model simple the brake force is modeled with same the PTi-element as used for
propulsion. The motor model is limited to a peak current of 330 A, as listed in the data sheet.
The chain drive block is modeled as an ideal torque transmitter. It translates the motor
torque to the axle torque, by multiplying by a gear transmission ratio of 57:12.

1 .
T_motor_ref 1/0.138 i_ref [A] f i_ref [A] 0.010s 4+ 1 | iact[A] P
TrgRef

Inversed Torque constant Max Curment 330 A PT1 Torque constant

T_motor_act [Nm]

T_chain_drive
AxeTrq

Chain Drive Gear ratio 57:12

Figure 40: Simulink model of the electric powertrain

6.4 Controller Design

This section describes the design of the vehicle control block. The block consists of a data
analyzer, the lateral controller, and the longitudinal controller. The two controllers
implement the control concepts chosen in chapter 5.
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L P SensorData
_ : SteeArCmd —@
— SensorData SteerCmd
SensorData alpha P alpha 1
RefPath Lateral Controller
RefPath
RefVel
RefSpeed P SensorData
RefSpeed
Data Analyzer AccCmd
AccCmd
RefSpeed

Longitudinal Controller

Figure 41: The vehicle control block in Simulink

6.4.1 Data Analyzer

The data analyzer block, shown in Figure 42, computes the appropriate reference values for
the lateral and the longitudinal controller from the data it receives. It receives the trajectory
data from the trajectory generation block and the sensor data from the vehicle model block.
The data is sampled at a rate of 10 Hz to simulate the sensor sample time and the run time
of the data fusion process. The value is based the results of [6]. The rather slow sampling rate
is due to the rotational speed of the LiDAR-Sensor. After sampling the data, the block
analyzes the information using an algorithm that is partially written in the MATLAB
programming language and partially uses a Simulink block from the Automated Driving
toolbox. The upper three function blocks getRearSetpoint, getRefPoint, getRefPointVel select
the appropriate target speed from the speed profile depending on the position of the vehicle.
This is achieved by finding the closest waypoint of the reference path to the vehicle setpoint,
which is located in the center of the rear axle. The function block code can be found in A.15.
The reference angle a, needed for the Pure Pursuit algorithm, is computed using the
getAlpha block from the Automated Driving toolbox. The block calculates the angle using the
position of the vehicle and the reference path. The inner working of the block is not
documented by MathWorks.
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Figure 42: The data analyzer block in Simulink

6.4.2 Lateral controller

The lateral controller block, shown in Figure 43, implements the Pure Pursuit controller from
equation (23). It inputs the angle a and the longitudinal speed of the vehicle v,. The
lookahead distance is computed using the longitudinal speed and the lookahead scaling
factor Kj4. It is limited to a minimum and a maximum value, which are determined during
testing. The control command is computed with the angle a and the lookahead distance. The
controller outputs the steering angle commands at a rate of 100 Hz.

Figure 43: The lateral controller block in Simulink

6.4.3 Longitudinal controller

The longitudinal controller block, shown in Figure 44, implements the PI-Controller with fixed
parameters. The model inputs the reference speed and the actual speed to calculate the
error. To implement the PI-Controller the “PID Controller”-block from Simulink is used. The
controller’s output is sampled at a rate of 100 Hz.
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o | » )
Reference Speed . PID(s) control signal '\L‘ "

RefSpeed AccCmd

Steering Angle Sample Time 10 ms
<xdot>
SensorData H

Figure 44: The longitudinal controller block in Simulink

<xdot>

6.5 Data Visualization

The data visualization section is located on the right side of Figure 27 and is shown in Figure
45. It provides several visualizations of the data that is generate during the simulation. It
contains a 2D-visualization that depicts the vehicle from a birds-eye view and plots the
reference path as well as the actual path that the vehicle traveled. Further, it includes
separate graphs to visualize the crosstrack error, the vehicle’s front wheel angle, the value of
the lookahead distance, and the vehicle’s longitudinal speed. The blue and yellow line in the
crosstrack error visualization show the position of the cones, which mark the side of the
racetracks.

Figure 45: The Data Visualization Section
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This chapter will describe how the vehicle control system was tested and will present the test
results. The vehicle control system was tested using the simulation setup described in
chapter 6. Tests were performed on the Acceleration, Skidpad, and Autocross/Trackdrive
racetracks. The test results will be described in section 7.1 for the longitudinal controller and
in section 7.2 for the lateral controller.

7.1 Longitudinal Controller Testing

The longitudinal controller was first tested on the Acceleration racetrack. The steering model
was turned off in order to simulate the vehicle’s longitudinal motion only. To tune the
controller the Ziegler—Nichols tuning method for PID control was first attempted. However,
the resulting controller gains did not produce a desired system response. Thus, the controller
was simply tuned by trial and error. Only the proportional and integral term of the PID
controller were used for tuning because the derivative term caused a high amount of
instability in the system. Therefore, in practice instead of PID, a Pl controller was designed.
The controller gains selected were K, = 1.5 and K; = 1.5. Simulations were performed at
constant longitudinal reference speeds of 12.5, 15.0, and 17.5 km/h. The simulation results
are shown in Figure 46, Figure 47, and Figure 48.

/s

Figure 46: The vehicle’s reference and actual speed are plotted over time on the Acceleration racetrack
at vies = 12.5 km/h (3.5 m/s), with Kp = 1.5, Ki =1.5, lap time =21 s
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/s

Figure 47: The vehicle’s reference and actual speed are plotted over time on the Acceleration racetrack
at vies = 15.0 km/h (4.2 m/s), with Kp = 1.5, Ki =1.5, lap time = 18 s

/s

Figure 48: The vehicle’s reference and actual speed are plotted over time on the Acceleration racetrack
at Vyer = 17.5 km/h (4.9 m/s), with Kp = 1.5, Ki =1.5, lap time =16 s

The longitudinal controller was then tested on the Skidpad racetrack, shown in Figure 49. The

test was performed at a reference speed of 15.0 km/h and with a value of 0.5 for the
lookahead scaling constant K.
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/s

Figure 49: The vehicle’s reference and actual speed are plotted over time on the Skidpad racetrack
at Vier = 15.0 km/h (4.2 m/s), with Kp = 1.5, Ki =1.5, lap time =62 s

Finally, the controller was tested on the Autocross/Trackdrive racetrack, shown in Figure 50.
The horizontal axis displays the progress in time in s and the vertical axis displays the displays
the speed in m/s. The test was performed using a speed profile, which consistently adjusted
the speed depending on the curvature of the path. The reference speed varied between 4.3
km/h (1.2 m/s) and 16.2 km/h (4.5 m/s). The value for K;; was chosen to be 0.6.

Figure 50: The vehicle’s reference and actual speed are plotted over time on the Autocross/Trackdrive
racetrack at varying reference speeds, with Kp = 1.5, Ki =1.5, lap time =102 s

Also, a simulation of the autonomous brake test was performed, shown in Figure 51. For the
brake test different controller gains had to be chosen due to the higher accelerations of the
vehicle. The gains selected were K, = 0.5 and K; = 0.1. The vehicle reached the required
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minimum speed of 40 km/h after a distance of 14.5 m and within a time of 2.1 s. The average
acceleration of the simulated vehicle during the brake test was calculated in equation (47).

a=

ASpeed 12.5m/s

ATime  21s

=5.3m/s?

(47)

/s

Figure 51: Simulation of the autonomous brake test at v,es = 40.0 km/h (11.1 m/s), with Kp = 0.5, Ki =0.1

7.2 Lateral Controller Testing

The lateral controller was first tested on the Autocross/Trackdrive racetrack. Simulations
were performed at constant longitudinal speeds of 12.5, 15.0, and 17.5 km/h. At each speed,
different values for the lookahead scaling constant K;; were simulated. The simulation
results are shown in Figure 52, Figure 53, and Figure 54. The figures plot the crosstrack error
over the racetrack distance. The straight blue- and magenta-colored line mark the left and
right side of the track. They are both 0.8 m away from the center to simulate the remaining
distance between the wheel and the cones. The recorded data is depicted in different colors
to differentiate between the different values of K;;.
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Figure 52: The crosstrack error is plotted over the distance of the Autocross/Trackdrive track
atv=12.5 km/h (3.5 m/s), lap time =90 s

Figure 53: The crosstrack error is plotted over the distance of the Autocross/Trackdrive track
atv=15.0km/h (4.2 m/s), laptime=75s
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Figure 54: The crosstrack error is plotted over the distance of the Autocross/Trackdrive track
atv=17.5km/h (4.9 m/s), lap time =67 s

The lateral controller was then tested on the Autocross/Trackdrive racetrack with the same

varying reference speeds and value for K;;, as in the simulation in Figure 50. The results are
shown in Figure 55.

Figure 55: The crosstrack error is plotted over the distance of the Autocross/Trackdrive track
at varying speeds with Kid = 0.6, lap time =102 s
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Afterwards, the lateral controller was tested on the Skidpad racetrack, shown in Figure 56,
and the Acceleration racetrack, shown in Figure 57. The tests were performed at a speed of
15.0 km/h and with a value for K;; of 0.5. In the Acceleration simulation, the vehicle started
with an offset of 0.1 m to the center of the track to introduce an initial error into the system.

Figure 56: The crosstrack error is plotted over the distance of the Skidpad racetrack
atv =15 km/h with Kld = 0.5, lap time =62 s
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Figure 57: The crosstrack error is plotted over the distance of the Acceleration track
atv =15 km/h with Kld = 0.5, lap time =62 s

Finally, the lateral performance of the brake test, simulated earlier in Figure 51, is shown in
Figure 58. The value of is set to K}, = 1.1 to increase the controller’s stability.

Figure 58: Simulation of the autonomous brake test at v,es = 40.0 km/h (11.1 m/s), with Kld = 1.1
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This chapter will evaluate and discuss the results presented in chapter 7. It will compare the
results to the requirements from chapter 4, and determine if the vehicle control system
fulfills the set requirements.

8.1 Interpretation of the Test Results

The simulation results of the longitudinal controller show that the Pl-controller with fixed
parameters is able to control the vehicle within a speed range of 0 to 20 km/h (5,6 m/s) on
the FSG racetracks. In this speed range the vehicle remains stable and achieves a consistent
system response. The vehicle was tuned to respond fast to reference changes and overshoots
the reference value by roughly 3.6 km/h (1 m/s). It damps the overshoot quickly and reaches
the reference value with high steady state accuracy in less than 3.5 s. However, it must be
mentioned that only aerodynamic disturbances were simulated. Thus, the steady state
accuracy is assumed to be greater in reality. At speeds above 20 km/h the vehicle becomes
less stable. This is due to the non-linear effects of the vehicle appearing at higher
accelerations, which the linear controller cannot properly compensate. The gains of the PI-
controller must be adjusted in order to achieve a better control performance. For the
autonomous brake test, where the vehicle must reach a speed of 40 km/h (11.1 m/s), the
control gains were adjusted to the higher acceleration. The controller remained stable and
reached the required speed within 14.5 m.

The simulation results of the lateral controller confirm the characteristics of the Pure Pursuit
controller described in chapter 3. The controller performs significantly better at lower
speeds. A smaller lookahead distance results in more accurate path tracking, however, it also
increases instability due to the higher number of oscillations in the steering system. A larger
lookahead distance on the other hand results in less accurate path tracking, while being more
stable. The test results shown in Figure 53 indicate that a value of 0.5 for the lookahead
scaling constant K;; provides the best system performance at a speed of 15.0 km/h (4.2 m/s)
on the Autocross/Trackdrive racetrack. Therefore, this value was also tested on the Skidpad
and the Acceleration racetrack at a speed of 15.0 km/h and achieved satisfying results. The
results shown in Figure 54 demonstrate that the controller becomes too instable and
inaccurate at constant speeds of roughly 17.5 km/h (4.9 m/s) or above on the
Autocross/Trackdrive racetrack. Also, from Figure 55 can be concluded that, unsurprisingly,
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the crosstrack error can be significantly reduced by actively adjusting the speed of the vehicle
in proportion to the curvature of the path.

8.2 Review of the Requirements

Req. | Description

ID

R1.01 | The system must drive the lateral distance between the vehicle and the reference
path to zero over time.

Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 15
km/h (Figure 53).

R1.02 | The system must drive the difference between the vehicle’s longitudinal speed and
the reference speed to zero over time.

Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 20
km/h (Figure 50).

R1.03 | The system must be designed so that the vehicle does not come into contact with
any of the cones.

Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 15
km/h (Figure 53).

R1.04 | The system must keep the vehicle asymptotically stable throughout the vehicle’s

operating range, which includes speeds of up to 45 km/h (12,5 m/s) and
accelerations of up to 4 m/s2.
Result: [Partially Achieved] The controller keeps the vehicle laterally
asymptotically stable on all FSG racetracks up to a speed of 15 km/h (4.2 m/s).
Additionally, it keeps the vehicle stable on the straight-line track during the
autonomous brake test. (Figure 46 to 58).

R1.05 | The system must be able to control the vehicle on the racetracks of the
Acceleration, Skidpad, Autocross, and Trackdrive discipline, where it must reach a
minimum speed of 12.5 km/h (3.5 m/s) and may reach a maximum speed of up to
20 km/h (5.6 m/s).

Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 15
km/h (Figure 57).

R1.06 | The system must be able to control the vehicle during the autonomous brake test,
where it must accelerate the vehicle to 40 km/h (11.1 m/s) within a distance of 20
m.
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Result: [Achieved] Successfully demonstrated in simulation (Figure 51 and Figure
57).

R1.07 | The system must be able to handle minor disturbances, such as wind striking the

vehicle.
Result: [Achieved]

R2.01 | The system must be implemented in software.

Result: [Achieved] The system was implemented in MATLAB and Simulink.

R2.02 | The system must possess real-time capability, meaning the control algorithms
must be computable in less than 10 ms, in order to provide fast enough control
commands.

Result: [Not testable yet] The real-time capability can only be tested on the real
system.

R2.03 | The system must be simple in its design and tuning process.

Result: [Achieved] The applied control are simple in their design and the entire
system can be tuned with only three tuning parameters.

R2.04 | The system must not draw more than 15 % of any of the DCU’s computational
resources (CPU performance, RAM).

Result: [Achieved] The amount of computational resources needed for the vehicle
control system are neglectable due to its simple design.

R2.05 | The system must control the lateral motion of the vehicle so that it does not
overshoot the center line of the racetrack by more than 0.8 m.

Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 15
km/h (Figure 53).

R2.06 | The system must control the lateral motion of the vehicle so that it does not exceed
a steady-state accuracy of more than 0.2 m from the center line of the racetrack.
Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 15
km/h (Figure 53).

R2.07 | The system must damp the lateral motion of the vehicle in a way that no enduring

oscillatory steering is perceived.

Result: [Achieved] Successfully demonstrated in simulation for speeds of up to 15
km/h (Figure 53).
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R2.08 | The system must control the longitudinal motion of the vehicle so that it does not
overshoot the reference speed by more than 5 km/h (1,4 m/s).
Result: [Achieved] Successfully demonstrated in simulation for speeds of up to
17.5 km/h (Figure 49).

R2.09 | The system must control the longitudinal motion of the vehicle so that it does not
exceed a steady-state accuracy of more than 1 km/h (0.3 m/s).
Result: [Achieved] Successfully demonstrated in simulation for speeds of up to
17.5 km/h (Figure 49).

R2.10 | The system’s speed with which it reaches its steady-state values must be balanced,
so that neither one of the previous requirements is violated.
Result: [Achieved]

R2.10 | The system must be designed and tested using a model-based design approach.

For this purpose, a simulation and a vehicle model must be used. The vehicle model
must represent the motion of H14DV in a way that reasonably balances the
tradeoff between accuracy and complexity. This means the level of detail of the
model must be limited to a practical extent, in order to avoid unnecessary
complication. The physical effects and limitations of the vehicle must be analyzed
and considered within the design of the model. This includes for instance factors
like time delays, range limitations, and saturation effects.

Result: [Achieved]
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This chapter will summarize the significant results of this thesis and will provide an outlook
on how the development of the vehicle control module is planned to be continued.

9.1 Conclusion

The objective of this thesis was the development of a vehicle control system for an
autonomous Formula Student vehicle. First, the problem was described and analyzed by
discussing the details of the Formula Student competition, the vehicle H14DV, the control
structure, and the issue of testing. Then, the essentials of vehicle modeling and the state of
the art of autonomous vehicle control were presented by surveying several different control
techniques commonly used in autonomous vehicles. Afterwards, the requirements for the
vehicle control system were analyzed and the surveyed control techniques were evaluated.
Several concepts for longitudinal and a lateral control of H14DV were proposed and
compared with each other. The concept of a Pl-controller with fixed parameters for
longitudinal control and a Pure Pursuit controller for lateral control were chosen to best fulfill
the defined requirements. The controllers and the vehicle model were designed and
implemented in MATLAB/Simulink to allow for a model-based control system development.
The system was tested and tuned through simulation of the vehicle dynamics on trajectories
of FSG racetracks. Finally, the simulation results were evaluated and compared to the
requirements. The implemented controllers achieved to fulfill all of the defined
requirements. The vehicle control system demonstrated in simulation to be stable and
accurate enough to be used for speeds of up to 15 km/h (4.2 m/s) on the FSG racetracks. It
was also demonstrated that the system is capable of controlling H14DV during an
autonomous brake test.

9.2 Outlook

Although the system achieved in simulation all of the defined requirements, there are
certainly a few aspects that could be improved in the future. The Pl-controller used for
longitudinal control could use automatic gain-scheduling to improve the control
performance and to allow for a greater operating range. Also, a different simulation
environment could be used to improve the design process of the controllers and to allow for
better testing. While MATLAB/Simulink did simplify the design process by providing a tool to
create the vehicle trajectories, several useful toolboxes, and a functioning vehicle
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visualization, the software lagged the key functionality of being able to incorporate other
programming languages. Simulink does provide C- and MATLAB-function blocks, however,
these cannot be compared to actual source code. Due to this issue with MATLAB/Simulink |
suggest using a more sophisticated simulation environment in the future, such as Gazebo or
Webots. These open-source robotic simulators allow the integration of C++ and Python
source code and can also be used in combination with ROS.

The next step in the realization of this project will be to implement the vehicle control in
source code and to integrate it into the ROS framework. Then, the interaction between the
vehicle control module system and the other high-level software modules can be tested.
Further, the communication between the high- and low-level components will have to be
established using the CAN-bus, so that the actuators can be controlled. Also, the low-level
controllers will have to be tuned and the PT; parameters for the vehicle model will have to
be determined through experiments. Once all the hardware components are operational and
individually tested, the vehicle as a whole will be tested extensively to ensure safety and to
collect sensor data. With this data the developed vehicle model will be validated and
improved. The vehicle control system will be adjusted to the improved model and then the
first real autonomous test drive can occur under safe conditions. Throughout the testing
process, the parameters of the controller are fine-tuned so that the controller’s performance
can be perfected. After completing the testing of the vehicle control system on the
autonomous vehicle, H14DV is planned to participate in the Formula Student Germany 2021.
Here it will attempt to successfully pass the scrutineering and to complete all four disciplines.
The knowledge and the acquired skills gained through the development of H14DV will be
applied in the development of the next generation of vehicles, built by the HAWKS Racing
team. In the future, more advanced control techniques, like MPC, can be implemented to
further improve the control of the vehicle. For the future there is still plenty to work ahead,
however the foundation for the vehicle control system is established.
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Appendix

A.2 Diagram of the Autonomous System [7]
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Appendix

A.3 Racetrack Acceleration Discipline [3, P.13]

A.4 Racetrack Skidpad Discipline [3, P.15]
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Appendix

A.5 Racetrack Autocross and Trackdrive Disciplines [3, P.14]
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A.6 Electric Drive Motor Datasheet [8]
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Appendix

A.7 Electric Drive Motor Controller Datasheet [35]

IRoboteQ@

GBL26xx

High Power 2 x 180A
or 1 x 360A Brushless
P Motor Controller
with USB, CAN and
Ethernet

Roboteq’s GBL26xx is a feature-packed, high-current, dual or
single channel controller for brushless Permanent Magnets AC
or DC Synchronous motors. The controller also uses the Hall
sensor and/or most types of Encoders to capture the Rotor
position and measure traveled distance. The motors may be
operated in open or closed loop speed mode, position mode
or in torque mode. The GBL26xx features several Analog,
Pulse and Digital I/Os which can be remapped as command
or feedback inputs, limit switches, or many other functions.
The GBL26xx accepts commands received from an RC radio,
Analog Joystick, wireless modem, or microcomputer. For
mobile robot applications, the controller’s two motor chan-
nels can either be operated independently or mixed to move
and steer a vehicle. Using CAN bus, up to 127 controllers can
be networked at up to 1Mbit/s on a single twisted pair. An
optional Ethernet port with PC allows the connection to PLCs
and TCP/IP networks.

Numerous safety features are incorporated into the controller
to ensure reliable and safe operation. The controller’s
operation can be extensively automated and customized using
Basic Language scripts. The controller can be configured,
monitored and tuned in real-time using a Roboteq’s free

PC utility. The controller can also be reprogrammed in the

field with the latest features by downloading new operating
software from Roboteq.

Applications
« Automatic Guided Vehicles
* Small Electric Vehicles, Electric Bikes
» Terrestrial and Underwater Robotic Vehicles
« Police and Military Robots
* Hazardous Material Handling Robots
* Balancing Robots
« Telepresence Systems
* Animatronics

Key Features

e USB, Serial, 0-5V Analog, or Pulse (RC radio) command
modes

¢ One serial port

¢ CAN bus interface up to 1Mbit/s with multiple protocol
support

«  Optional RS485 interface

¢ Optional 10/100 Ethernet

¢ Auto switch between Serial, USB, CAN, Analog, or Pulse
based on user-defined priority

¢ Built-in dual 3-phase high-power drivers for two brushless
DC motor at up to 180A

e Output channels can be paralleled in order to drive a
single motor at up to 360A

¢ Multiple Motor Operating mode
- Trapezoidal with Hall Sensors
- Sinusoidal with Incremental Encoder
- Sinusoidal with SSI Encoder
- Sinusoidal with Resolver
- Sinusoidal with Hall Sensors
- Sinusoidal with Sin/Cos Encoder

¢  Field Oriented Control in Sinusoidal modes

e  Full forward & reverse motor control. Four quadrant
operation. Supports regeneration

*  Operates from a single 10V to 60V (120V otional) power
source

e STO - Safe Torque Off support - Certification Pending

e  Programmable current limit up to 180A (360A on single
channel version) per motor for protecting controller,
motor, wiring and battery.

+  Separate connector for Hall Sensors

¢ Accurate speed and Odometry measurement using Hall
Sensor or Encoder data

GBL26xx Motor Controller Datasheet
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Appendix

A.8 Electric Steering Motor Datasheet [34]

EC-i 52 @52 mm, brushless, 200 Watt

High Torque

B Stock program
[ Standard program
Special program (on request)

with Hall sensors

Motor Data (provisional)

Values at nominal voltage

1 Nominal voltage \
2 No load speed pm
3 No load current mA
4 Nominal speed pm
5 Nominal torque (max. continuous torque) mNm
6 Nominal current (max. continuous current) A
7 Stall torque' mNm
8 Stall current A
9 Max. efficiency %
Characteristics
10 Terminal resistance phase to phase Q
11 Terminal inductance phase to phase mH
12 Torque constant mNm/A
13 Speed constant pm/V
14 Speed/torque gradient rpm/mNm

15 Mechanical time constant ms
16 Rotor inertia gem?

Specifications

Thermal data

17 Thermal resistance housing-ambient 4.02 KW
18 Thermal resistance winding-housing 0.53 KW
19 Thermal time constant winding 128s
20 Thermal time constant motor 2310s
21 Ambient temperature -40...4100°C
22 Max. winding temperature +155°C

Mechanical data (preloaded ball bearmgs)
23 Max. permissible speed 5000 rpm

24 Axial play at axialload <15N 0 mm
>15N 014 mm
25 Radial play preloaded
26 Max. axial load (dynamic) 12
27 Max. force for press fits (static) 150N
(static, shaft supy 6000 N
28 Max. radial Ioad 5 mm from flange 110N
Other specifications

29 Number of pole pairs
30 Number of phases
31 Weight of motor
Values listed in the table are nominal.

3
150g

Connectlon motor (Cable AWG 16)
Motor winding 1 Pin1

black Motorwinding2  Pin2
white Motor vwndmg 3 Pin3
Connector Arllcle number

Molex 39-01-2

Connection sensor (Cable AWG 26)
yellow Hall sensor 1

brown Hall sensor 2 Pm 2
grey Hall sensor 3 Pin3
blue GND Pind

green xm.‘t 5. 24 VDC Pin5
Connector  Article number

Molex 430-25-0600

Wiring diagram for Hall sensors see p. 49
'Calculation does not include saturation effect
(p. 61/168)

April 2020 edition / subject to change

Part Numbers

606793

24 36
3340 3660
657 499
2970 3300
640 649
9.36 6.93
13800 18800
202 202
89 904
019 0178
0149 028
68 931
140 103
0.245 0196
0677 0.543
264 264

Operating Range
n[rpm]
6000

5000

f:§ maxon Modular System

Planetary Gearhead
252 mm

4-30Nm
Page 402

634043

Recommended Electronlcs

Notes

ESCON 70/10 489

M1:2

Comments

Il Continuous operation

In observation of above listed thermal resistance
(lines 17 and 18) the maximum permissible wind-
ing temperature will be reached during continuous
operation at 25°C ambient.

= Thermal limit.

Short term operation
The motor may be briefly overloaded (recurring).

—— Assigned power rating

Encoder 16 EASY/XT

128 - 1024 CPT, 3 channels
Page 450/452

Encoder 16 EASY Absolute/XT
4096 steps

e36| Page 454/456

ESCON Mod. 50/8 1HE) 488 Encoder 16

1024 - 32768 CP’T 3channels

EPOS4 Mod./Comp.50/8 497 | Page 467

EPOS4 Mod./Comp. 50/15 497
EPOS4 70/15

Encoder AEDL 5810

501 [ 1024 - 5000 CPT, 3 channels
Page 470

Encoder HEDL 5540

500 CPT, 3 channels

Page 477

maxon EC motor 269

EC-i
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A.9 Electric Steering Motor Controller Datasheet [34]

motor control

EPOS4 Positioning Controllers Data

—
EtherCAT. ™ CAN:
uss RS232 GUI

Controller version

EPOS4 Compact 50/8 EtherCAT
Ready-to-install compact solution, designed

for use with brushed DC motors with encoders
or brushless EC motors with Hall sensors and

encoders up to 400/1500 Watt.

EPOS4 Compact 50/15 CAN

Ready-to-install compact solution, designed
for use with brushed DC motors with encoders
or brushless EC motors with Hall sensors and
encoders up to 750/1500 Watt.

Electrical data

Operating voltage Vcc

Logic supply voltage V¢ (optional)
Max. output voltage

Max. output current |y,

Continuous output current |.oq
Switching frequency of power stage
Sampling rate of Pl current controller
Sampling rate of Pl speed controller
Sampling rate of PID position controller
Max. speed (1 pole pair)

Built-in motor choke per phase
Inputs

Hall sensor signals

Encoder signals

Sensor signals

Digital inputs

Digital inputs “High-speed”

Analog inputs

CANID/DEVID

Outputs

Digital outputs

Digital outputs “High-speed”
Analog outputs

Encoder voltage output

Hall sensor voltage output

Auxiliary voltage output

Interfaces

RS232

CAN

USB 2.0/3.0

EtherCAT

Indicator

LED green = READY, red= ERROR

EtherCAT Slave

10-50VDC
10-50VDC

0.9 x Ve
30A(<55)

8A

50 kHz

25 kHz (40 ps)
2.5 kHz (400 ps)
2.5 kHz (400 ps)
50000 rpm (sinusoidal), 100000 rpm (block)
22uH/15A

H1, H2, H3

A, A\ B, B\, |, I\ (max. 6.25 MHz)

A, A\ B, B\, |, I\, Clock, Clock\, Data, Data\
4 (level switchable: logic/PLC)

4, differential

2 (12-bit resolution, -10...+10 V)
configurable with DIP switch 1.5

2

1, differential

2 (12-bit resolution, -4...+4 V, max. 1 mA)
+5VDC, max. 70 mA

+5 VDC, max. 30 mA

+5 VDC, max. 150 mA

Data+; Data- (Full Speed)
100 Mbit/s (Full Duplex)

Green LED, red LED

CANopen Slave

10-50VDC
10-50VDC

0.9 X Vee
30A(<60s)
15A

50 kHz

25 kHz (40 ps)
2.5 kHz (400 ps)
2.5 kHz (400 ps)
50000 rpm (sinusoidal), 100 000 rpm (block)
22uH/15A

H1, H2, H3

A, A\, B, B\, |, I\ (max. 6.25 MHz)

A, A\, B, B\, I, I\, Clock, Clock\, Data, Data\
4 (level switchable: logic/PLC)

4, differential

2 (12-bit resolution, -10...+10 V)
configurable with DIP switch 1.5

2

1, differential

2 (12-bit resolution, -4...+4 V, max. 1 mA)
+5VDC, max. 70 mA

+5 VDC, max. 30 mA

+5 VDC, max. 150 mA

RxD; TxD (max. 115200 bit/s)
high; low (max. 1 Mbit/s)
Data+; Data- (Full Speed)

Green LED, red LED

Environmental conditions
Temperatrue - Operation
Temperature - Extended Range
Temperature - Storage

Humidity (condensation not permitted)
Mechanical data

-30..+45°C

+45...477 °C; Derating: -0.250 A/°C
-40..+85°C

5..90%

-30..425°C

+25...477 °C; Derating: -0.288 A/°C
-40..+85°C

5..90%

Weight
Dimensions (Lx W x H)
Mounting

approx.100 g
59.56 x79.5 x35.7 mm
M2.5 screws

approx. 126 g
59.5 x 65.5 x 35.1mm
M3 screws

Part numbers

605298 EPOS4 Compact 50/8 EtherCAT

520886 EPOS4 Compact 50/15 CAN

Accessories

500 motor control

235811 DSR 70/30 Shunt regulator
Order accessories separately, see page 512

235811 DSR 70/30 Shunt regulator
Order accessories separately, see page 512

April 2020 edition / subject to change
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A.10 Total Mass and Moment of Inertia Calculation Table H14DV

part Masse CoG X CoGY CoGZ lozG d lzz Weighted (W)/
[kgl [mm] [mm] [mm] [kg*m?) [CoG] [kg*m?] Estimated (E)

LiDAR 2 -844 0 -43 0 1,6 5,12 w
Camera & TSAL 0,6 1051 0 720 0 0,3 0,05 w
DCU 8 1251 0 519 0 0,5 1,96 w
A-04 FWMounting W
Plates 0,696 -458 0 -54 0 1,2 1,03

A-04 FWMounting W
Left 0,125 -409 200 2 0 1,2 0,18

A-04 FWMounting W
Right 0,125 -409 -200 2 0 1,2 0,17

B-01 Monocoque 24 450 0 22 14,557 0,3 2,25 w
B-05 AIP Crashbox 1,079 -640 0 69,5 0 1,4 2,10 w
B-07 Main Hoop 8 | 1037,9 0 440 0 0,3 0,64 w
B-08 Neck Protect 0,2 | 11315 0 356 0 0,4 0,03 w
B-08 Shoulder W
Harness 0,8 1000 0 258 0,2 0,05

B-09 Head Restraint 0,9 1139 0 474 0 0,4 0,13 w
B-10 Rearframe + w
Spring Rear 4,035 1522 0 160 0 0,8 2,37

B-12 Belt system 4,020 800 0 100 0 0,0 0,01 w
B-13 Seat 1,385 685,5 0 21 0 0,1 0,01 w
B-14 Fire shield 0,7 900 0 -7 0 0,1 0,01 w
B-15 Exterior 1,1 -400 0 190 0 1,2 1,47 w
C-02 Spring Front 3,5 -18,25 0 352,8 0 0,8 2,10 w
C-03 Steering 1,09 180,5 0 51,4 0 0,6 0,36 w
C-04 Brake FL 0,2 20 -611 -113 0 1,0 0,61 w
C-04 Brake FR 0,2 20 611 -113 0 1,0 0,62 w
C-04 Brake RL 0,2 1469 -612 -87 0 0,9 0,17 w
C-04 Brake RR 0,2 1469 612 -87 0 0,9 0,18 w
C-04 Brake Lines 1 690 0 90 0 0,1 0,00 w
C-04-200 Brake Disc w
FL 0,69 0 -614,5 0 0 1,0 0,65

C-04-200 Brake Disc W
FR 0,69 0 614,5 0 0 1,0 0,66

C-04-200 Brake Disc W
RL 0,42 1550 -614,5 0 0 1,0 0,42

C-04-200 Brake Disc W
RR 0,42 1550 614,5 0 0 1,0 0,43

C-05 Wheel W
Assembly FL 1,1 2 -593 6,4 0 1,0 1,00

C-05 Wheel W
Assembly FR 1,1 2 593 6,4 0 1,0 1,02

C-05 Wheel W
Assembly RL 1,4 1549 -593 1,43 0 1,0 1,36
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C-05 Wheel W
Assembly RR 1,4 1549 593 1,43 0 1,0 1,39
C-06 Pedal box 1,4 -359,2 -14 3,7 0 1,1 1,74 W
C-07 Steering Wheel 0,831 425 0 245 0 0,3 0,09 w
C-08 Tire FL 3,875 0 -600 0 0 1,0 3,57 W
C-08 Tire FR 3,875 0 600 0 0 1,0 3,65 w
C-08 Tire RL 3,875 1550 -600 0 0 1,0 3,80 W
C-08 Tire RR 3,875 1550 600 0 0 1,0 3,88 w
C-09 Wishbones FL 0,75 -20 -356 11 0 0,9 0,54 W
C-09 Wishbones FR 0,75 -20 -356 11 0 0,9 0,54 w
C-09 Wishbones RL 0,75 1532 -369 -49 0 0,9 0,55 w
C-09 Wishbones RR 0,75 1532 369 -49 0 0,9 0,56 w
C-69 Rim FL 3,63 0 -623 0 0 1,0 3,45 w
C-69 Rim FR 3,63 0 623 0 0 1,0 3,52 w
C-69 Rim RL 3,63 1550 -623 0 0 1,0 3,66 w
C-69 Rim RR 3,63 1550 623 0 0 1,0 3,73 w
F-01 Wire Harness 15 650 -50 -100 0 0,1 0,12 E
Accumulator Case 6,1 1124,7 -69 -68 0 0,4 0,85 w
G-01 Drivetrain 5 1524 -28 -3,3 0 0,8 2,95 w
Motor 12 1345 -33 -26 1,283 0,6 4,17 W
Motor Mounting 3 1378 -1,5 -97 0 0,6 1,16 E
Rear Plate 1 1697 0,7 -39 0 0,9 0,89 w
Diff Mount 1,6 1582,2 -55 -7 0 0,8 1,10 w
Correvit 0,25 0 0,8 0,00 W
EBS Pneumatic W
tanks 1,25 1456 112,3 13 0 0,7 0,63
EBS 10 -380 -8,8 3 0 1,1 6,45 E
Tractive System Box 10,64 939 -6,5 | 53,265 0 0,2 0,36 E
TS Cables 4| 1310 | -147,5 -93 0 0,6 1,30 w
HVD 0,7 1198,4 -250 185,7 0 0,5 0,18 E
Accumulator 20 1140 69,3 -56 0 0,4 1,53 E
Miscellaneous 10 611 0 120 0 0,1 1,52 E
Total Sum
Complete Vehicle 207,16 756,1 -8,4 69,3 85,0
Axle load
distribution 51,22 | % front 297,4 | mm From ground

48,78 | % rear
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A.11 Simulink “Vehicle-Body-3DOF-Block” Documentation [38]

Vehicle Body 3DOF

3DOF rigid vehicle body to calculate longitudinal, lateral, and yaw motion

Library: Vehicle Dynamics Blockset / Vehicle Body

Description

The Vehicle Body 3DOF block implements a rigid two-axle vehicle body model to calculate longitudinal, lateral, and yaw
motion. The block accounts for body mass and aerodynamic drag between the axles due to acceleration and steering.

Use this block in vehicle dynamics and automated driving studies to model nonholonomic vehicle motion when vehicle
pitch, roll, and vertical motion are not significant.

In the Vehicle Dynamics Blockset™ library, there are two types of Vehicle Body 3DOF blocks that model longitudinal,
lateral, and yaw motion.

Block Vehicle Track Setting Implementation
Vehicle Body 3DOF Single Track Single (bicycle) « Forces act along the center line at the front and rear
' axles.
,"“ N L ¢ » No lateral load transfer.
Awniange \ xdot b
‘ ydot p
psi
i | i
Axdotin Fzr
| | ezRp
Vehicle Body 3DOF Dual Track Dual Forces act at the four vehicle corners or hard points.
,': \'\ Info P
N WhiAngF , | xdot
' ' | ydot P
| psip
| | d
A xdotin FzF
l' 1 S

Use the Axle forces parameter to specify the type of force.

Axle Forces Setting Implementation
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Calculation

Tire forces

Dual Track

Calculation

Description

The block uses the ratio of the local and longitudinal and lateral velocities to determine the slip
angles.

ay = atan (V ';”") =0y

a, = atan (l_—[") -0,

X
To determine the tire forces, the block uses the slip angles.

Fy=Fycos(5p) = Fyy sin (5,~)

Fy=-Fy sin(éf) +Fy cos(éf)

Fy = Fy;€08(8,) — Fysin(5,)

Fyp = —=Fy,sin(8,) + Fy, cos(5,)
If you set Axle forces to External forces, the block sets the tire forces equal to the external
input force.

F.xr = F.\_n = I xfinpur

F)f = F);ﬁ = F'\ﬁnpm
Fur = Far = Furinpu
F yr =F yrt =F yrinput

= Vertical Forces
= Longitudinal Forces
- |ateral Forces

Description
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A.12

Simulink “Longitudinal-Wheel-Block” Documentation [40]
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R; Annular disk inner radius

R, Effective tire radius while under load and for a given pressure
Vi Longitudinal axle velocity

F. Vehicle normal force

C, Rolling resistance constant

Tamb Ambient temperature

Tineas N P for rolling
Fot Parasitic force loss

K, Thermal correction factor

a Tire pressure exponent

p Normal force exponent

pi Tire pressure

My Coefficient of static friction

i Coefficient of kinetic friction
Brakes
Disc

If you specify the Brake Type parameter Disc, the block implements a disc brake. This figure shows the side and front views of a disc brake.

A disc brake converts brake cylinder pressure from the brake cylinder into force. The disc brake applies the force at the brake pad mean radius.

The block uses these equations to calculate brake torque for the disc brake.

PrBR
”+M when N # 0
MaiPRB RN s o
4
Rm = Ro+Ri
2
The tions use these
T Brake torque
P Applied brake pressure
N Wheel speed
Npads Number of brake pads in disc brake assembly
Hstatic Disc pad-rotor coefficient of static friction
" Disc pad-rotor coefficient of kinetic friction
B, Brake actuator bore diameter
R, Mean radius of brake pad force application on brake rotor
R, Outer radius of brake pad

Ri Inner radius of brake pad
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A.13

A.14

Longitudinal tire data [40]

Lateral tire data [40]
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A.15 Source code of the function blocks used in the data analyzer

Vehicle Control/Data Analyzer/getRearSetpoint* +
1 function currPoseF = fcn(currPoseC)
2
- currPoseF = [0 0 0];
4
b= currPoseF (1) = currPoseC(l):
6— currPoseF (2) = (currPoseC(2) + 0.750);
1= currPoseF(3) = round(currPoseC(3));:
]
g end |
Vehicle Control/Data Analyzer/getRefPoint™ o
1 function PointID = fcon(currPoseF, xzRef, yRef, numPoints)
2
== minDist = 100.0;
(= d = 0.0;
L= PointID_temp = 0;
[
7 1 t po
= for i = l:numPoints
5
10 $Xwveh Xref Ywveh Yref
Ly = d = sqgrt( (currPoseF(l) - xRef(i))"2 + (currPoseF(2) - yRef(i))"2 )i
3
13— if ( (minDist > d) )
14
15 = minDist = di
Thi= PointID_temp = i;
17 end
18 end
19
20— PointID = PQintID_tQmp.‘
21
22 end
23
Vehicle Control/Data Analyzer/getRefPointVel +
1 function refPointVel = fcn(refVel, pointID)
33— refPointVel = refvel (pointID);
5 end
[

97



Appendix

A.16

setupSimulation.m

1
2=
3=
4 -
5—
[
q
8-
-
10
11
12
13
14 -
18 =
16 —
1T =
18 =
ake)
20
il
22 =
23 =
24 =
2h =
26 =
2 =
28 =
29
30
21 =
3z2-
=3 =
34
35
36 —

Simulation MATLAB Setup Script

% Initializ
clear all;
clear;

clecs
addpath (genpath (' Images') )

% Track

load ('Acceleration.mat')s;
%load('skidpad.mat'
%load('Au mat');

oad ("AutoCross2019.mat");

% Define reference points

refPose = data.ActorSpecifications.Waypoints;
xRef = refPose(:,1);

yRef = -refPose(:,2);

yawRef = -refPose(:,3);

refvel = data.ActorSpecifications.Speed;

% Define parameters
Ts = 12; % simulation time

5 = size(xRef);

tRef = (linspace(0,Ts,s(1)))'; % time variable to p
L = 1.550; % bicycle length

X _o = refPose(l,1); % initial wehicleS5 x

Y o = —refPose(l,2); % initial vehicle y

pei_o = 0; % initial yaw angle
numPoints = length (refPose); % Total number of waypoints

Kld = 0.25; % lookaheadS distance factor

% Start Simulation
'

sim('Vehicle Control_Simulation H14DV');
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A.17

MATLAB code used for fitting the longitudinal tire data to the magic formula
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A.18 MATLAB code used for fitting the lateral tire data to the linear function
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A.19 Simulation Setup
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A.20 Compact disc containing Bachelor thesis as PDF-Format
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