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Abstract
The amount of labelled data in industrial use cases is limited because the annotation process is time-consuming and costly. 
As in research, self-supervised pretraining such as MAE resulted in training segmentation models with fewer labels, this 
is also an interesting direction for industry. The reduction of required labels is achieved with large amounts of unlabelled 
images for the pretraining that aims to learn image features. This paper analyses the influence of MAE pretraining on the 
efficiency of label usage for semantic segmentation with UNETR. This is investigated for the use case of log-yard cranes. 
Additionally, two transfer learning cases with respect to crane type and perspective are considered in the context of label-
efficiency. The results show that MAE is successfully applicable to the use case. With respect to the segmentation, an IoU 
improvement of 3.26% is reached while using 2000 labels. The strongest positive influence is found for all experiments in the 
lower label amounts. The highest effect is achieved with transfer learning regarding cranes, where IoU and Recall increase 
about 4.31% and 8.58%, respectively. Further analyses show that improvements result from a better distinction between the 
background and the segmented crane objects.

Keywords Masked autoencoder · Self-supervised pretraining · Semantic segmentation · UNETR · Label-efficiency · Log-
yard cranes

1 Introduction

Recent advances in self-supervised pretraining such as 
masked autoencoder (MAE) [25] have shown promising 
results for training computer vision models with less labelled 
data. This is an important research direction, especially for 
real-world use cases, as annotations are hardly available 
and labelling is time-consuming and costly [2]. However, 
research mainly focuses on pretraining and evaluation with 
datasets such as ImageNet [49]. On the one hand, these 

datasets offer a large number of labelled and unlabelled 
samples that are necessary for training and include diverse 
object classes. On the other hand, they are in contrast to 
industrial datasets that are used in real-world scenarios of 
machine learning models.

Industrial images usually have a lower quality, which is 
crucial for the accuracy of machine learning (ML) models, 
e.g., for classification or segmentation tasks [11]. In addi-
tion, the objects of interest might be smaller than, e.g., in 
ImageNet that has an average object scale of 24.1% of an 
image. As a result, details have a higher importance in indus-
trial images.

Moreover, the intention for ImageNet is diversity in 
terms of object classes, textures, and number of instances, 
among others. This has less relevance in industrial datasets 
as the images have a lower semantic diversity. It becomes 
clear that research datasets such as ImageNet are in con-
trast to industrial images. Accordingly, research results of 
self-supervised pretraining might not be directly transfer-
able to industrial use cases. Therefore, this paper analyses 
the applicability of the self-supervised pretraining method 
MAE for semantic segmentation with U-Net Transformers 
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(UNETR) in industrial images received from crane cameras. 
Since the goal of MAE is reducing the required labelled data 
for downstream tasks, the focus of analysis is the influence 
on label-efficiency. This results in the following research 
questions: 

1. Can self-supervised pretraining with MAE increase the 
label-efficiency of semantic segmentation with UNETR 
in industrial images?

2. Can self-supervised pretraining with MAE using images 
of a crane perspective increase the label-efficiency of 
semantic segmentation with UNETR for another crane 
perspective?

3. Can self-supervised pretraining with MAE using images 
of a crane increase the label-efficiency of semantic seg-
mentation with UNETR for another crane?

As [43] concludes that various self-supervised pretraining 
methods lead to a downstream performance increase with 
less labelled data, the hypothesis is put forward that MAE 
increases the label-efficiency of semantic segmentation. In 
addition, it is assumed that the influence decreases with an 
increasing amount of labelled samples.

To address the objectives, the paper is structured as fol-
lows: Sect. 2 introduces essential and recent research carried 
out in the context of the paper; Sect. 3 covers the chosen 
methods, which include an explanation of the used indus-
trial dataset and training pipeline. In addition, implementa-
tion details and the experimental setup and evaluation are 
described. The obtained experimental results are presented 
and discussed in Sects. 4 and 5. Finally, a conclusion is 
drawn in Sect. 6.

2  Related work

The following section covers relevant topics in the context of 
the paper and presents the current state of the art. Therefore, 
it is subdivided into semantic segmentation, self-supervised 
pretraining and transfer learning.

2.1  Semantic segmentation

The task of semantic segmentation refers to an image classi-
fication at a pixel level. In order to predict the corresponding 
label for each pixel, information about the location and the 
semantics are needed [39]. Recent approaches apply Deep 
Learning (DL) to achieve semantic segmentation and can be 
mainly divided into based on Convolutional Neural Network 
(CNN) or Vision Transformer (ViT) [54].

CNNs are classical architectures in the segmentation 
domain as they enable high and low-level feature extrac-
tion (e.g., [18, 39, 50]). A popular approach is U-Net [48], 

which follows an encoder–decoder architecture with skip-
connections to combine multiple-resolution feature maps. 
Despite the successful extraction of basic image structures, 
CNN-based architectures have a limited performance when 
it comes to global feature relations. Since transformer-
based approaches can better learn global semantics, they 
are increasingly used for segmentation tasks [54].

In the context of computer vision, ViT [14] is the first 
successful architecture with a pure transformer. The ViT 
processes an image as splitted fixed-size patches that are 
linearly embedded and extended with a position embedding. 
A transformer is then applied to encode the input. Finally, 
the output is used for the downstream task, e.g., through a 
classification head [14].

In order to perform segmentation, transformer-based 
approaches often follow an encoder–decoder structure. In 
this context, the transformer encoder is the backbone, which 
represents the feature extractor and is extended through a 
segmentation-specific decoder. Segmentation Transformer 
(SETR) [60] proposes progressive upsampling and multi-
level feature aggregation as two kinds of CNN-based 
decoder. SegFormer [56] uses a hierarchical transformer 
encoder and relies on a lightweight Multi-Layer Perceptron 
(MLP) as a decoder. In contrast, Segmenter [51] is entirely 
based on a transformer. Additionally, some approaches 
integrate U-Net concepts, such as the U-shape and the 
skip connections. Various architectures enhance the CNN-
based encoder–decoder with a transformer encoder follow-
ing (e.g., TransUNet [9]) or fusing (e.g., TransFuse [59]) 
with the CNN encoder. Other architectures such as UNETR 
[22] or nnFormer [61] propose fully ViT-based encoder or 
encoder–decoder. As UNETR has shown promising results 
in the context of medical images and in combination with 
self-supervised pretraining (introduced in the next section) 
[63], a similar architecture is used for the paper.

The proposed approaches show a successful application 
of transformer-based segmentation as it is advantageous 
in modelling long-range relations [16]. However, in order 
to achieve this performance, large labelled datasets are 
required, and high computational effort must be expended 
[29]. To address the challenge of large data amounts, the 
paradigm of self-supervised pretraining is increasingly used 
in DL [37].

2.2  Self‑supervised pretraining

The goal of self-supervised pretraining is to train a model 
to learn meaningful representations of unlabelled data. This 
is achieved through a pretext task that requires predicting 
or recovering the original input partly or fully. The trained 
model represents a feature extractor that is afterwards 
extended by downstream specific layers and finetuned [37].
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With regard to the training objective, a distinction can 
be made between contrastive, generative, and adversarial 
approaches for self-supervised pretraining. Contrastive 
self-supervised pretraining comprises concepts with the 
goal of differentiation between instances. Therefore, repre-
sentation learning focuses on features that help to measure 
similarity [37]. Some approaches aim to model the rela-
tion between the features and the context in a sample, e.g., 
Pretext-Invariant Representation Learning (PIRL) through 
solving jigsaw [42]. Other approaches focus on similarities 
on the instance level, e.g., Momentum Contrast (MoCo) [24] 
and Simple Framework for Contrastive Learning of Visual 
Representations (SimCLR) [10] follow the idea of instance 
discrimination.

Since contrastive approaches usually train only an 
encoder, they are mainly used for discriminative tasks such 
as classification. In contrast, generative self-supervised 
pretraining relies on encoder–decoder training with the 
goal of reconstruction. Common architectures are based on 
auto-regressive, flow-based or autoencoding models [37]. 
Several recent generative approaches can be categorised 
as masked image modelling inspired by generative Natural 
Language Processing (NLP) pretraining methods. These pre-
text tasks are based on reconstructing masked patches of an 
input image to learn the general image pattern [44]. On the 
one hand, some approaches, such as BERT Pre-Training of 
Image Transformers (BEiT) [7], Masked Feature Prediction 
(MaskFeat) [55], or Perceptual Codebook for BERT Pre-
training of Vision Transformers (PeCo) [13] aim to recon-
struct the masked patches as tokens. On the other hand, the 
direct reconstruction of the original pixel values can be tar-
geted. Proposed methods are Simple Framework for Masked 
Image Modeling (SimMIM) [57] and MAE [25].

Adversarial methods combine ideas of contrastive and 
generative methods in the way that, on the one hand, an 
encoder–decoder architecture is trained to generate fake 
images. On the other hand, a discriminator is used to differ-
entiate between the fake and the real samples. Approaches 
either aim at the generation of an image (e.g., adversarial 
autoencoder [41]) or at recovering parts of an image (e.g., 
Image Super-Resolution Using a Generative Adversarial 
Network (SRGAN) [34]).

Recently, the aforementioned generative approach of 
MAE has attracted attention in research (e.g., [26, 32, 58]) 
as it is simple and effective. Moreover, [63] shows that MAE 
can be successfully applied as pretraining for UNETR. 
Therefore, it is chosen as the self-supervised pretraining 
method for the paper.

In addition, some papers analyse the influence of self-
supervised pretraining on downstream tasks. The authors 
in [33] show that contrastive methods, e.g., MoCo [24] 
and PIRL [42], result in a better downstream performance 
than with supervised pretraining. Moreover, the encoder 

performance is better in the case of similar datasets for pre-
training and finetuning [33]. In addition, [43] shows that 
self-supervised pretraining with Variational Autoencoder 
(VAE) [31], Rotation [17], Contrastive Multiview Cod-
ing (CMC) [52], or Augmented Multiscale Deep InfoMax 
(AMDIM) [6] leads to a lower demand of labelled data to 
achieve a similar performance as trained from scratch. The 
difference is particularly high for scenarios with fewer labels 
and decreases with an increasing number of labels [43]. In 
[12], similar findings are presented but with a focus on the 
influence of the contrastive method SimCLR [10] on image 
classification. Moreover, results are validated with MoCo 
[24] and Bootstrap Your Own Latent (BYOL) [19] as well 
[12]. No paper specifically analyses the influence of genera-
tive self-supervised pretraining on label-efficiency.

In the case of generative methods, the authors of [15] 
evaluate the influence of the pretraining data amount on clas-
sification performance. The paper shows that masked image 
modelling methods such as BEiT [7] are less influenced than 
supervised pretraining with Self-Distillation with no Labels 
(DINO) [8]. In addition, [4] analyses label-efficiency for 
few-shot learning. Using 1, 2 or 5 images per class, image 
BERT Pre-Training with Online Tokenizer (iBOT) [62], 
DINO [8] and Masked Siamese Networks (MSN) [4] out-
perform MAE [25,  4].

Within research, most papers focus on the downstream 
performance and label-efficiency evaluation of contrastive 
methods. Few papers include generative approaches, but 
none address label-efficiency without few-shot. Therefore, 
this paper evaluates the label-efficiency of generative self-
supervised pretraining with the example of MAE.

2.3  Transfer learning

Self-supervised pretraining can be performed with data 
within or outside the downstream task domain. In both cases, 
the knowledge learned in the pretraining phase is transferred 
to the downstream model to enhance performance. Trans-
fer learning is the general idea of using previously learned 
knowledge from a source domain for a target domain [21].

For a successful application, some relation must be avail-
able between the domains or tasks. According to the learning 
setting, the concept of transfer learning can be divided into 
unsupervised, transductive, and inductive methods. Unsu-
pervised approaches are contrary to the classical machine 
learning setup. It requires differences in the domains and 
tasks, but both have to be related for source and target. Addi-
tionally, no labels are available.

In contrast, transductive methods use the same task for 
different domains, whereas source domain labels are needed. 
The opposite is true for the domains and tasks of the induc-
tive learning setting. It only demands the same domains and 
at minimum target domain labels [45]. As self-supervised 
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pretraining is based on a pretext task that differs from the 
downstream task, it can be categorised as inductive trans-
fer learning. Therefore, self-supervised pretraining requires 
common knowledge between pretraining and finetuning data 
domains.

In order to transfer knowledge, [27] categorises various 
methods in the context of DL as either adversarial or net-
work-based. The first relies on enhancing feature extraction 
in an adversarial manner, e.g., with Conditional Generative 
Adversarial Network (CGAN) [38]. The latter relates to 
approaches that retrain a model. Most frequently, the whole 
model, including the pretrained layers, is trained again, 
referred to as finetuning (e.g., in [3]). As it can lead to for-
getting the learned features, partial finetuning is conducted. 
All feature-extracting layers are frozen and downstream task-
related layers are retrained (e.g., [5]). Moreover, progressive 
learning is possible where the pretrained model is partly or 
not retrained, but some layers are added and trained again 
(e.g., [20]) [27].

In [35], the authors show that self-supervised pretraining 
with ImageNet data [49] leads to an increase in performance 
for object detection and instance segmentation using COCO 
[36]. They compare generative (MAE [25] and BEiT [7]) 
and contrastive (MoCo [24]) methods with supervised pre-
training. As a result, generative approaches outperform as 
a backbone for a Mask R-CNN [23, 35]. As using different 
datasets for pretraining and finetuning can positively influ-
ence downstream performance, it is additionally analysed 
in the paper.

3  Methods

The methods used to conduct the experiments for this 
paper are addressed in the following section. To evaluate 
the label-efficiency of MAE with an industrial scenario, 
the used dataset with its classes is described. Additionally, 
the section focuses on the experiments’ training pipeline 
and the corresponding implementation details. Finally, the 

different experimental setups that use the training pipe-
line are explained and experimental evaluation metrics and 
methods are introduced.

3.1  Datasets

In order to validate the label-efficiency of MAE with an 
industrial use case, images from cameras placed on two 
cranes are used. One crane is located in a hall (minicrane), 
and the other one is outside (outdoor-crane). As the mini-
crane is indoors, weather conditions such as rain and snow 
are not present in the images in contrast to the outdoor-
crane. The used cameras are mounted on the trolley and 
show the grapple and the headblock from above. Figure 1 
shows exemplary images of the different cranes. For the 
outdoor-crane, there are two different trolley cameras. 
The difference between them is the perspective, as one 
is located on the left and the other on the right side of 
the trolley. Each image initially has a size of 1024x1280 
pixels but is resized to 128x160 pixels to reduce the com-
putational costs of the training. In total, there are 20,000 
labelled outdoor-crane and 5000 minicrane images.

For all images, the segmentation classes of interest are 
the background (class 0), the grapple (class 1), and the head-
block (class 2). Figure 2 shows an exemplary segmentation 
for a minicrane image where classes 1 and 2 are coloured 
red and blue, respectively.

For all images, the classes 1 and 2 overlap whereas the 
headblock is located above the grapple and therefore cov-
ers parts of the grapple. Additionally, the grapple is always 
located around the image centre and is shown in different 
rotations. Both classes can vary in size depending on their 
distance from the camera. Figure 3 shows the distribution 
of the relevant classes over the images for both cranes. For 
the outdoor-crane, there are two highly probable positions 
for the grapple and the headlock, which result from the two 
different trolley cameras (left and right).

Fig. 1  Exemplary images of the 
used datasets

(a) Outdoor-crane

(b) Minicrane
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3.2  Training pipeline

The experiments of this paper are based on a two-step pipe-
line comprising pretraining and finetuning. The architecture 
is shown in Fig. 4 and follows the setup in [63].

The self-supervised pretraining method MAE [25] is 
applied in the first step. The backbone architecture consists 
of a ViT-based encoder trained as a feature extractor. For the 
MAE pretraining, each input image is separated into fixed-
size non-overlapping patches. Afterwards, a certain amount 
of patches is randomly removed. The MAE encoder linearly 
embeds the remaining patches and enhances them with a 
positional embedding. Finally, transformer blocks are used 
to process the embeddings. The resulting tokens are com-
bined with masked tokens for the removed patches to be used 
as MAE decoder input. With transformer blocks, the MAE 
decoder conducts the reconstruction task and is trained to 
predict the pixel values of the masked patches.

After training the encoder–decoder architecture, the 
MAE encoder represents a feature extractor. To use this 
knowledge for the downstream task of semantic segmenta-
tion, the encoder weights are extracted and transferred to a 
UNETR [22]. The UNETR is inspired by the concepts of 
U-Net [48] and is therefore a "U-shaped" encoder–decoder 
architecture that integrates skip-connections. In contrast 
to U-Net, it uses transformer blocks in the encoder. The 
input images are divided into patches and embedded as in 
MAE, but no patches are removed. The following decoder 
consists of convolutional and deconvolutional blocks. 
Accordingly, only the UNETR encoder and the prior patch 
embedding layer are initialised with the pretrained MAE 
weights. The UNETR decoder is randomly initialised and 
outputs the predicted segmentation.

Fig. 2  Exemplary segmentation for a minicrane image. Classes of 
interest are the grapple (red) and the headblock (blue)

Fig. 3  Class distribution in 
datasets. Figures show the 
probability of each image pixel 
belonging to a specific class in 
the outdoor-crane (a) or mini-
crane (b) dataset

(a) Outdoor-crane

(b) Minicrane

Fig. 4  Training pipeline for experiments. At first, a MAE is trained 
self-supervised with unlabelled data (pretraining). Afterwards, the 
encoder weights are transferred to a UNETR. Finally, the UNETR 
is trained supervised with labelled data (finetuning). (Figure adapted 
from [63])
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3.3  Implementation details

All implementations are done using TensorFlow [1]. For all 
experiments, tenfold cross-validation is used.

For self-supervised pretraining, the MAE architecture1 is 
implemented with a ViT as a backbone model. As previous 
experiments with the dataset have shown that large models 
tend to overfit, a lightweight version of ViT as used in the 
implementation of Keras [28] is chosen. Accordingly, the 
encoder has a projection dimension of 128, 4 transformer 
blocks and 6 layers. As stated in [25], the decoder can be 
lightweight and has therefore a projection dimension of 64 
and 4 transformer blocks with 2 layers. Additionally, the 
final dense layer of the decoder is replaced by a series of 
convolutional and deconvolutional operations to save com-
putational costs.

The random masking of patches results in varying train-
ing samples and can therefore be seen as data augmentation. 
As the authors in [25] found that additional data augmenta-
tion steps have little impact, the used architecture applies 
only random horizontal flipping.

Moreover, [53] analyses the importance of the patch size 
for ViT-training with DINO. As smaller patch sizes increase 
performance, a patch size of 8 is chosen. According to the 
results in [25], the masking ratio is set to 75%.

A batch size of 256 is chosen for training purposes, 
and early stopping is applied. Additionally, the optimiser 
AdamW [40] with weight decay of 1e-4 is used. The warm-
up epoch percentage is 15% with a cosine decay learning 
rate schedule. The base learning rate is 1e-3. To measure the 
reconstruction loss between the original and reconstructed 
image and, as loss function, the mean squared error (MSE) 
is used.

The semantic segmentation model follows the architec-
ture of UNETR2 with adaptions to work with two-dimen-
sional images as UNETR was designed for three dimensions. 
Similarly to MAE, the model capacity is reduced by decreas-
ing the encoder width to 128 with 4 transformer blocks and 
6 layers.

The patch size is chosen according to MAE and is 8. In 
contrast to MAE, data augmentation is applied as it has 
proven useful in previous segmentation training with U-Net 
and the crane data. Therefore, the images are randomly 
scaled by a factor of 1–1.2. The brightness (delta = 0.4), 
contrast (range = [1, 1.2]) and saturation (range = [0.6, 1.4]) 
are augmented as well.

The training is performed for a maximum of 100 epochs 
with Adam optimiser [30] and a learning rate of 1e-3. A 
batch size of 64 is chosen. The used loss function is Sparse 

Cross-entropy, which is adapted to handle class weights. 
From experience with the crane datasets, segmentation 
results improve through using a higher class weight for the 
grapple than for the background and the headblock. Accord-
ingly, the class weight of the grapple is set to 4, whereas the 
other classes are weighted to 1.

3.4  Experimental setup

In order to analyse the influence of self-supervised pretrain-
ing with MAE on semantic segmentation, different setups 
are chosen, which are shown in Table 1. All pretraining 
experiments are conducted with 20,000 unlabelled sam-
ples. Moreover, the number of labelled samples for UNETR-
training is step-wise reduced from 100 to 50%, 10% and 1% 
of the available images. For label-efficiency (LE) analysis, 
only outdoor-crane data from both perspectives are used. 
To investigate the label-efficiency with transfer learning 
between perspectives (TL (p)), two separate datasets for 
trolley-left and trolley-right are taken as training input of 
MAE and UNETR. The transfer learning between cranes 
(TL (c)) is conducted through the usage of the full outdoor-
crane dataset for MAE and a labelled minicrane dataset. The 
results are compared with experiments without pretraining 
to evaluate the influence of MAE on label-efficiency. For 
these experiments, the setup follows the same as in Table 1.

3.5  Experimental evaluation

Different metrics and methods are used to evaluate the 
described experiments for MAE and UNETR. As the goal 
of MAE is to reconstruct corrupted images, a visual analysis 
of exemplary reconstructions is conducted. These images 
provide insights about the performance regarding the level 
of detail and the different settings, e.g., light situations. Nev-
ertheless, the reconstructions are highly dependent on the 
MAE decoder, which is discarded after pretraining. There-
fore, the final interest is the encoder, as it serves afterwards 
as a feature extractor. The corresponding performance is 
indirectly evaluated by analysing the UNETR results.

The evaluation of UNETR is performed through the 
counting metrics Recall and Intersection over Union (IoU), 
which are calculated as the mean value of the folds for an 
experiment. Moreover, a deeper analysis of specific experi-
ments with class-wise metrics calculation is performed. To 
investigate the influence on label-efficiency, the numerical 
difference between experiments with and without pretrain-
ing is relevant. Therefore, the metric delta for each fold 
and the mean value of the folds are used.

The Recall measures the amount of correctly identified 
positives [46]:

1 Implementation is based on [28].
2 Implementation is based on [47].
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As this can result in misleading information about the per-
formance with imbalanced datasets, IoU is used as another 
metric. It measures the overlap between the predictions A 
and the targets B [46]:

As Recall and IoU are both single-threshold metrics, the 
receiver operating characteristic (ROC) curve and the area 
under the receiver operating characteristic curve (AUROC) 
are used as threshold-invariant metrics for deeper analy-
sis. With these, the performance of distinguishing between 
classes can be measured even for imbalanced datasets. As 
it is used for binary problems, it is calculated in the paper 
using either one class vs the others or discarding the back-
ground class [46].

In addition, the UNETR segmentations are visually 
evaluated similarly to MAE. A comparison between the 
semantic segmentations for experiments with and with-
out pretraining can be helpful in gaining insights into the 
strengths and weaknesses.

4  Results

The following section presents the results from the experi-
mental setups described before. The section is subdivided 
into the evaluation of MAE and label-efficiency, using either 

Recall =
True positives

True positives + false negatives
.

IoU =
∣ A ∩ B ∣

∣ A ∪ B ∣
.

the same dataset or different datasets (transfer learning) for 
pretraining and finetuning.

4.1  MAE reconstructions

In order to investigate the applicability of MAE for autono-
mous cranes, Fig. 5 shows the MAE training curve for fold 
10. The training curves for the other folds are shown in 
Appendix A. From the loss curves, it becomes clear that 
the training and validation losses are decreasing during the 
training and converge. Similar results are found for the other 
folds. This shows that the MAE model effectively learns 
from the training data.

Table 1  Experimental setups

Objective refers to the three research topics: label-efficiency (LE), transfer learning for perspectives (TL 
(p)) and for cranes (TL (c)). The used datasets are from the outdoor-crane (P) or minicrane (M). In order to 
analyse the label-efficiency of each objective, different amounts (100%, 50%, 10%, 1%) of labelled samples 
are used

Objective MAE UNETR

Dataset Perspective Num. images Dataset Perspective Num. images

LE P Trolley 20,000 P Trolley 20,000
P Trolley 20,000 P Trolley 10,000
P Trolley 20,000 P Trolley 2000
P Trolley 20,000 P Trolley 200

TL (p) P Trolley-left 20,000 P Trolley-right 5000
P Trolley-left 20,000 P Trolley-right 2500
P Trolley-left 20,000 P Trolley-right 500
P Trolley-left 20,000 P Trolley-right 50

TL (c) P Trolley 20,000 M Trolley 4400
P Trolley 20,000 M Trolley 2200
P Trolley 20,000 M Trolley 440
P Trolley 20,000 M Trolley 44

Fig. 5  Training curve for MAE training (fold 10)
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As the MAE encoder is used as the backbone model for 
the UNETR, the learned features are of interest. To gain 
insight, Fig. 6 shows different input images of the outdoor-
crane dataset with example maskings and the corresponding 
reconstructions. The examples suggest that the MAE learns 
to reconstruct the basic image structures. Besides that, a low 
level of detail reconstruction is found in the first two images 
and the crane classes are barely visible. In the third example 
image, the grapple and the headblock are larger compared to 
the image size and are reconstructed in more detail.

4.2  Label‑efficiency

To evaluate the influence of MAE pretraining on label-effi-
ciency, Fig. 7 compares it with only supervised training of 
UNETR for different label amounts. For both experimental 
setups, IoU and Recall are reported as mean values of the 
folds. Additionally, the lower diagrams present the delta 
between the two setups for each fold and the mean value 
thereof.

The results show that self-supervised pretraining offers a 
performance increase starting from 2000 labels. In the case 
of 200 labelled samples, pretraining results in a decrease of 
8.34% for IoU and 11.18% for Recall3. Moreover, the dis-
persion of the delta values between the individual folds is 
greater than for other label amounts. The strongest positive 
influence is found with 2000 labelled images and is about 

3% for both metrics. With an increasing number of labels, 
the segmentation performance increases, but the delta values 
decrease.

In addition, Fig. 8 shows some exemplary UNETR seg-
mentations with and without MAE pretraining. The segmen-
tations result from models that were trained with 20,000 
labelled images. As the previously mentioned metrics deltas 
demonstrated, the visual segmentation predictions are simi-
lar for both setups. Furthermore, Fig. 7 shows a higher delta 
for the IoU (1.8%) than for the Recall (0.36%), which sug-
gests that MAE pretraining leads to less over-segmentation. 
This result is also visible in Fig. 8, e.g., in the example in 
the top left corner.

As MAE pretraining positively influences the semantic 
segmentation of the crane dataset, the following section 
investigates two experimental setups based on it. For both 
cases, the analyses focus on the additional influence of trans-
fer learning on label-efficiency.

4.3  Label‑efficiency with transfer learning

With regard to the label-efficiency of MAE and transfer 
learning, two different experimental setups are presented in 

Fig. 6  Reconstruction results 
using MAE

3 This result is contrary to the expectations. A discussion can be 
found in Appendix B.
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the following. First, the results of knowledge transfer across 
different crane perspectives are shown. Then, transfer learn-
ing for different crane types is addressed. Furthermore, some 
results of the latter are analysed in more detail.

4.3.1  Transfer learning between crane perspectives

To transfer knowledge between crane perspectives, the MAE 
pretraining was conducted with data from the left trolley 
perspective, whereas segmentation training is based on the 
right trolley perspective. The performance is compared 
with supervised UNETR training for the right perspective 
in Fig. 9.

The comparison shows that the performance of both 
setups increases with the number of labelled samples. In 
addition, UNETR achieves higher IoU ( +11.4% ) and Recall 

( +13.39% ) results on 50 labelled samples without pretrain-
ing4. Regarding IoU, results vary for individual folds more 
than for other experimental setups. Results show an improve-
ment with pretraining for 500 up to 5000 labelled samples. 
The highest performance increase is seen for both metrics at 
500 labels. In this case, IoU improves on average by 4.23% 
and Recall by 6.18%. Using more labelled data for UNETR 
training results on average in lower increases between 1.4 
and 2.5% for both metrics. Despite less improvement, the 
results are more consistent for the individual folds with 
increasing labels.

Fig. 7  Label-efficiency. Results report mean IoU and Recall for different numbers of labelled samples for finetuning. The delta between the 
results of training UNETR with and without MAE-pretraining before are shown in the lower figure

4 Similarly to the previous section, this is an unexpected result. 
Appendix B provides further information for the previous case, which 
might impact this result.
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4.3.2  Transfer learning between cranes

As the outdoor-crane and the minicrane share similar objects 
shown on the trolley camera images, transfer learning is ana-
lysed. Figure 10 shows the corresponding comparison for 
the semantic segmentation performance with and without 
pretraining.

Concerning the mean IoU, the pretraining results in an 
increasing improvement as the number of labels decreases. 
In the case of 4400 labelled samples, the pretraining on 
outdoor-crane data shows on average a negative influence 
( −0.17% ) on the final segmentation performance. The lowest 
number of labelled samples (44) leads to the most significant 
improvement of 23.09%5. Nevertheless, the corresponding 
delta values for individual folds are highly dispersed because 
of varying UNETR performances when using pretraining.

The second highest positive influence on IoU is 4.31% on 
average and results from 440 labelled images, whereas the 

metrics are less dispersed than for 44 labels. The results are 
similar for the Recall. The main difference is that pretraining 
leads to a negative influence of −0.36% for 2200 labels and 
with 4400 labels, the Recall slightly improves (0.25%) with 
pretraining. Similar to the previous transfer learning experi-
ment, the setups with more labels lead to more consistent 
results across the individual folds.

In addition, the results show that for 440 labels, the IoU 
delta is about half of the Recall delta. This means that while 
pretraining leads to more correctly identified class pixels, it 
also causes more over-segmentation as the overlap between 
the predicted and true segmentation is not rising in the same 
ratio.

(a) UNETR

(b) MAE + UNETR

Fig. 8  Exemplary UNETR segmentations without (a) and with pretraining (b) for outdoor-crane dataset

5 The strong positive influence of MAE pretraining might be 
impacted by the issues discussed for the previous experiments with 
the lowest label amount. Readers are referred to Appendix B.
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4.4  Further analysis

The experimental setup with the highest improvement is ana-
lysed in more detail in the following to gain a deeper under-
standing of the influence of MAE pretraining on UNETR. 
Concerning the mean values of the metrics, transfer learning 
between cranes with 44 labels showed the best performance. 
Nevertheless, the setup with 440 labels (second best result) 
is chosen for further analysis as it shows less dispersion for 
individual folds.

Previous result figures focused on the average IoU and 
Recall across folds and different segmentation classes. One 
of the classes is class 0, which represents the background. 
Since the background covers a large part of the images 
to be segmented, it highly influences the mean metrics. 

Therefore, Fig. 11 shows the mean IoU and Recall sepa-
rately for the classes.

It is visible that the background class achieves the high-
est IoU (about 97%) and Recall (about 98%) values on 
average for both setups. The second best performance is 
found for the headblock class for which UNETR includ-
ing pretraining leads to an IoU of 61.17% and a Recall of 
70.05%. Both metrics are increased compared to UNETR 
results without pretraining. The delta improves up to 
5.87% for IoU and 9.17% for Recall. The lowest mean 
IoU is found for the grapple class. Here, the mean IoU is 
23.50% with pretraining which represents an improvement 
of 6.84%. Similarly, pretraining leads to a Recall increase 
of 16.79 to 58.8% on average.

Fig. 9  Transfer learning (perspectives). Results report mean IoU and Recall for different numbers of labelled samples for finetuning. The delta 
between the results of training UNETR with and without MAE-pretraining before are shown in the lower figure
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The result that the Recall for the grapple and headblock is 
much higher than IoU leads to the conclusion that while the 
model identifies more true positives, it also tends to produce 
false negatives and therefore over-segmentation. As the IoU 
delta is lower than the Recall delta, the pretraining leads on 
average to a higher gap between IoU and Recall and more 
false positives.

As the mean metrics for the grapple and headblock 
classes are lower than for the background class, the corre-
sponding false negatives are of interest to gain insights into 
the model performance. Therefore, Fig. 12 shows the confu-
sion matrices for the segmentation results of both setups.

Without self-supervised pretraining (Fig. 12a), most 
of the false negative predictions for class 1 (42.93%) 
and 2 (34.01%) are found in the background class. This 

demonstrates that the UNETR tends to classify the two crane 
objects as background and is partly not able to separate the 
classes.

Moreover, 13.51% of positive class 1 samples are incor-
rectly predicted as class 2. The other way round, the UNETR 
predicts 3.28% of class 2 as class 1. This result shows that 
the headblock is better differentiable from the grapple than 
the other way around. Overall, the trained model reaches a 
higher performance for the headblock than for the grapple.

In comparison, pretraining (Fig. 12b) results in differ-
ences with respect to the false positives in class 0. Both 
decrease about 15% and 9% for class 1 and class 2, respec-
tively. Since at the same time, the other false negatives 
increase at a maximum of about 0.2% or slightly decrease, 

Fig. 10  Transfer learning (cranes). Results report mean IoU and Recall for different numbers of labelled samples for finetuning. The delta 
between the results of training UNETR with and without MAE-pretraining before are shown in the lower figure
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the ratio of true positives increases for classes 1 and 2. The 
highest increase of true positives is achieved for class 1 with 
a delta of 15.54%. The comparison suggests that the MAE 
has learned different image features as, e.g., the crane objects 
and is therefore helpful as pretraining for the UNETR to dis-
tinguish between the background and the crane objects. In 
particular, the grapple segmentations are improved.

In addition to the confusion matrices, the ROC curves 
in Figs. 13 and 14 put the true positive rate in relation to 
the false positive rate for different thresholds. For Fig. 13, 
the curves are computed for one class vs the others. The 
curve and the corresponding AUROC results show that 
the ability of the model to distinguish between the indi-
vidual classes improves with MAE pretraining. The AUC 

increases for the background and the grapple class by 
about 0.02 and for the headblock class by about 0.01 with 
pretraining. The results show that the UNETR with and 
without pretraining achieves the best performance for the 
headblock class. The headblock is the most straightfor-
ward to distinguish from the other classes.

In contrast to Fig. 13, the background class is discarded 
for Fig. 14, and the curves only compare classes 1 and 2. 
For both comparisons, the pretraining improves the ROC 
curve and the resulting AUROC. Moreover, it is visible 
that the stronger positive influence is found for the grap-
ple class in Fig. 14a. The AUROC increases on average 
by 0.06, whereas the comparison in Fig. 14b shows an 
AUROC improvement of 0.02. This leads to the result that 

Fig. 11  Transfer learning (cranes) with 440 labelled samples. Results report mean IoU and Recall for the segmentation classes. The delta 
between the results of training UNETR with and without MAE-pretraining before are shown in the lower figure
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the UNETR is on average more confident in distinguishing 
the grapple from the headblock than the other way around. 
Moreover, the confidence increases with pretraining.

5  Discussion

The conducted experiments showed that MAE is applicable 
for the crane dataset. The analysis of the reconstructions 
resulted in varying levels of reconstruction detail degree, 
which depends on, e.g., the object size. This result is rea-
sonable since in some cases the grapple and the headblock 
have a similar size as the patch size. Depending on the ran-
dom placement of masked patches, the objects of interest 
are either no longer or only with a few parts visible. As a 
result, the MAE has too little information for a reasonable 
reconstruction. Similar results can be found in the original 
MAE paper [25].

Furthermore, the final reconstructions highly depend on 
the decoder adapted for this paper. Therefore, the reconstruc-
tion performance might be lower. Nevertheless, the feature 
extraction capability of the MAE encoder is more relevant 
as it is used in the UNETR model.

The different label-efficiency experiments resulted mainly 
in similar findings. Independent of the pretraining usage, 
the segmentation performance increases with an increas-
ing number of labelled samples for the UNETR training. 
The reason is that more training data offer the model more 
information about the underlying features and patterns. This 
enables the model to generalise well.

With the usage of MAE, the label-efficiency increases 
and the UNETR performs better. The influence of MAE 
decreases with increasing number of labels. As expected, 
the strongest influence occurs with fewer labelled sam-
ples. In the case of large training datasets for UNETR, 
the model has enough information to learn helpful image 
features by itself and without pretraining. Therefore, pre-
training has no or little influence on performance here. 
Using MAE might speed up UNETR training since the 
feature extraction has not been learned again. As this is 
out of the paper’s focus, it is not analysed here.

The transfer learning experiments concerning the cam-
era perspective showed a positive influence of MAE on 
label-efficiency. This indicates that the MAE learned the 
features of the grapple and the headblock independent of 
its position. Therefore, the learned features from the left 
perspective are transferable to the right perspective and 
cause an improvement in the segmentation performance.

Similarly, results from transfer learning between cranes 
demonstrate that the outdoor-crane features are useful for 
segmenting minicrane images. This is particularly interest-
ing as the corresponding grapples and headblocks differ 
in shape and colour. Nevertheless, the pretrained features 
improve the segmentation result, especially with less 
labelled data.

In addition, the more detailed analysis showed that 
the weakness of UNETR segmentation is the distinction 
between the crane parts and the background. MAE pretrain-
ing mainly improved the grapple and headblock segmenta-
tion performance by reducing this weakness.

(a) UNETR (b) MAE + UNETR

Fig. 12  Confusion matrices
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Moreover, it is found that the highest improvement is 
reached for the grapple. This can be justified by the similar 
appearance of the grapple in the two datasets. From a visual 
perspective, the outdoor-crane and minicrane headblocks 
look more different than the grapples. Moreover, Fig. 3 

shows that the minicrane headblock position and size are 
more variable than the grapple. This increases the difficulty 
of the task. Therefore, the pretrained feature representations 
are more useful for the grapple.

(a) Class 0 (Background) vs other classes (b) Class 1 (Grapple) vs other classes

(c) Class 2 (Headblock) vs other classes

Fig. 13  ROC curves. Results report each class vs the other two classes combined
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6  Conclusion

This paper analysed the applicability of self-supervised 
pretraining with MAE on industrial crane datasets and its 
influence on label-efficiency for semantic segmentation 
with UNETR. Based on recent research, it was hypoth-
esised that the pretraining increases label-efficiency, espe-
cially in use cases with less labelled data.

The experimental results indicate that MAE is effec-
tively trainable on industrial data. As a direct evaluation 
of MAE reconstruction and feature extraction performance 
was beyond the scope of this paper, limited conclusions 
can be drawn here, and the topic is left open for future 
research.

Moreover, it was found that the semantic segmentation 
with UNETR benefits from using the pretrained feature 
extractor, and the available labelled data can be used more 
efficiently. Consequently, the label-efficiency is increased 
through MAE pretraining. The positive influence increases 
with a decreasing number of labelled samples.

Additionally, the MAE is useful as well in the case of 
using different datasets for pretraining and finetuning. The 
two transfer learning scenarios included the knowledge 
transfer between different perspectives and between two 
cranes. In both cases, findings indicate that the downstream 
task benefits from the pretrained features and label-effi-
ciency increases.

Finally, this paper shows that MAE pretraining is appli-
cable for industrial use cases. As in industry, labels are 
barely available, and the process is costly and time-con-
suming, it is an important finding that pretraining increases 
label-efficiency. Nevertheless, the findings are limited to the 
analysed industrial use case. To draw general conclusions, 
further investigations with different industrial datasets are 
needed.

Appendix A: Training curves for MAE

See Fig. 15.

Fig. 14  ROC curves. Results 
report ROC for the classes 
Grapple and Headblock. Back-
ground class is excluded

(a) Class 1 (Grapple) vs 2 (Headblock) (b) Class 2 (Headblock) vs 1 (Grapple)

20
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Appendix B: Additional discussion of results

The negative influence of pretraining on semantic segmenta-
tion with 200 labelled samples is contrary to the expected 
results. Since self-supervised pretraining with MAE has 
shown a positive impact on downstream tasks in recent 
research, similar results were expected for the experiments. 
For the remaining experiments with more labelled samples, 
the results are as anticipated. Additionally, the segmentation 
improvement increases with a decreasing number of labelled 
images if the experiment of 200 labels is excluded. There-
fore, the 200 labels experiment is not reasonable. Neverthe-
less, hypothesis testing with McNemar’s test (Chi-squared 
as test statistic) and a significance level of � = 0.05 shows 

that the models’ performances are statistically significantly 
different. As the IoU and the Recall for the experiment have 
a higher variance than the others, an unsuitable experimental 
setup must be considered as a reason.

Further investigations on the batch size showed that 
lowering the hyperparameter to 6 (see Fig. 16) leads to an 
improved segmentation performance and a positive influ-
ence of pretraining. As the transfer learning experiments 
(see Sects 4.3.1 and 4.3.2) with the lowest label amounts 
also showed unexpected results and high dispersion of the 
individual fold metrics, the experimental setup might be 
unsuitable as well.

Given the improved results in Fig. 16, similar optimisa-
tion might have an effect on the larger datasets.

(a) Fold 1 (b) Fold 2 (c) Fold 3

(d) Fold 4 (e) Fold 5 (f) Fold 6

(g) Fold 7 (h) Fold 8 (i) Fold 9

Fig. 15  Training curves for MAE training
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