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Abstract
The geometry of objects by means of wire arc additive manufacturing technology (WAAM) is a function of the quality 
of the deposited layers. The process parameters variation and heat flow affect the geometric precision of the parts, when 
compared to the actual dimensions. Therefore, in situ geometry monitoring which is integrated in such a way to enable a 
backward control model is essential in the WAAM process. In this article, an attempt is made to study the effect of four 
input variables, namely voltage (U), welding current (I), travel speed and wire feed rate on the output function in the form 
of two geometrical characteristics of a single weld bead. These output functions which are determinant of the weld quality 
are width of weld bead (BW) and height of weld bead (BH). A machine learning approach is utilised to predict the bead 
dimensions based on the input parameters and to predict the parameters by assigning suitable scores. For predicting the 
bead dimensions, two models, namely linear regression and random forest, shall be utilised, whereas for the purpose of 
classification based on weld parameters, k-nearest neighbours model shall be employed. Through this work, a wide dataset 
of parameters in the form of input variable and output in the form bead dimensions are generated for 316LSi filler material 
which shall be used as a training data for a machine learning algorithm. Subsequently, the predicted parameters shall be 
cross-checked with actual parameters.

Keywords  Wire arc additive manufacturing · 316L steel · Parameters · Weld bead geometry · Machine learning · 
Predictions

1  Introduction

Wire arc additive manufacturing (WAAM) has emerged as 
an important additive manufacturing (AM) technology to 
manufacture large-dimensional components [1]. This AM 

process has some advantages when compared to other pro-
cesses including high deposition speed, high material usage 
efficiency, and inexpensive production and device invest-
ment costs [2]. Various arc-based welding processes may 
serve as the energy source for WAAM. These can be a con-
ventional gas metal arc welding (GMAW) [3], cold metal 
transfer (CMT) which is a special type of GMAW [4], gas 
tungsten arc welding (GTAW) [5] and plasma arc welding 
(PAW) [6]. Due to the poor surface finish, WAAM is usually 
referred to as being a near-net-shape technique. Therefore, 
WAAM parts can be used in their as-built conditions as a 
pedestrian bridge [7] and excavator arm [8]. The application 
arena can be further widened by employing post-processing 
in the form of subtractive manufacturing technologies [9].

The choice of material is an important factor, where 316L 
stainless steel was seen to perform better due to its weldabil-
ity and corrosion resistance. The material has a wide range 
of application in the nuclear sector, marine engineering 
and biomedical implants. Recent studies have focussed on 
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analysing the metallurgical characteristics and mechanical 
properties of 316L thin-walled of thick-walled components 
from WAAM [10]. Chen et al. [11] found the micro-struc-
tural composition dominated by three phases (δ, γ and σ) in 
which the austenite γ was the most dominant whereas the 
other two were seen along the grain boundaries. Another 
study was conducted by Wang et al. [12] along the remelt-
ing zone (RZ) and overlapped zone (OZ) of the weld beads 
along the transversal and building directions. And it was 
observed that the grains were perpendicular to the fusion 
lines within RZ and along the build direction in OZ. Thus, 
this type of epitactic grain growth results in structural ani-
sotropy which is not ideal [13].

The WAAM process presents a few challenges in terms of 
surface morphology (surface roughness, waviness, defects) 
and geometrical deviations (layer height and layer width) 
which limits the use of WAAM from a wide spectrum appli-
cation within the manufacturing sector. The deposited lay-
ers when checked closely consist of peaks and valleys thus 
increasing surface roughness, and an additional source of 
material wastage [14]. A control in geometry of the depos-
ited layer is achieved by using multiple CCD cameras. A 
two-way monitoring via image processing for monitoring 
geometric parameters such as a layer width, height can save 
the material by approximately 10% [14]. When printing 
structures with 316L filler material, the effect of heat input 
is an important parameter that needs to be controlled and 
checked. When heat input is increased, the primary den-
drite spacing in micro-structures and the corrosion resist-
ance increased, whereas the ferrite content remained the 
same [15]. Different arc modes (i.e. speed pulse and speed 
arc) and the different welding-current processes (i.e. speed 
cold and speed arc) generate different heat input and cooling 
rates giving rise to in-homogeneity in micro-structure and 
mechanical properties when using 316L filler material [16].

Process parameters have thus been an important field of 
research when WAAM is considered, especially the quality 
of the structure obtained in terms of layer geometry. The 
relationship between WAAM input parameters and dimen-
sions of the final product is complex and non-linear. There 
are several ways to overcome this challenge, and among 
them machine learning (ML) techniques may help it bet-
ter. In a study conducted by Yaseer et al. [17], two machine 
learning approaches, namely random forest (RF) and multi-
layer perception (MLP), were used to optimise the layer 
roughness. Here, it was concluded that the latter approach 
outperformed the former. A melt pool depth estimation 
(MDPE) was proposed using an artificial neural network 
(ANN) by Jeon et al. [18] to infer the bonding between layers 
and the melt pool depth. Here, a coaxially aligned infrared 
camera and a laser line scanner were used to collect the 
data. Ruchi S et al. [19] in their study examined the effect 
of parameters (current, travel speed) and layer number on 

prediction responses using three popular ML techniques, 
namely RF, k-nearest neighbour (KNN) analysis and support 
vector regression (SVR). It was concluded that RF model 
predicts the layer height and width with accuracies nearing 
94% and 99% respectively [19]. Therefore, ML techniques 
can be used to arrive at optimised WAAM parameters to 
achieve specific mechanical properties or minimise defects.

Though ML techniques have been used widely in the 
WAAM process, the optimised parameters for different 
feed materials have not been widely studied especially in 
the case of 316L stainless steel. While going through the 
literature, a few that were found are summarised in this 
paragraph. The geometric structure and quality of a single 
welding bead (this includes smooth shape, less spatter) play 
an important role in the final shape of the structure [20]. 
The travel speed is seen to affect the bead height and width 
to a larger extent and an optimum parameter affecting the 
geometry can be estimated using the grey-related analysis 
(GRA) and techniques for order preferences by similarity-
to-ideal solution (TOPSIS) [19]. Back propagating neural 
networks (BPNN) can predict the bead height and width 
under different process parameters, where the errors can be 
as low as 6% [21]. The central angle of bead is an important 
variable affecting its stability, and if not considered, the 
bead shape may collapse with increasing number of layers. 
This can be addressed with the help of a support vector 
machine classifier (SVM) [21].

This study aims to (i) conduct a set of experiments with 
different voltage, current and feed rate, thereafter measure 
the bead width and height. The dataset generated would be 
used as a training set to train an algorithm, (ii) use three 
ML techniques, namely linear regression (LR), random for-
est (RF) and k-nearest neighbour (KNN) classifiers respec-
tively, to check their feasibility and accuracy in predicting 
the parameters and (iii) select the ideal techniques and test 
it with test data and hence validating the method.

2 � Experimental procedure

2.1 � Experimental methodology

The experimental study was conducted using a 316L 
stainless steel wire of 1  mm diameter as feedstock to 
deposit on commercial steel plates (S355) of dimensions 
250 × 80 × 100 mm. A 6-axis robot arm (KUKA KR 6 R900) 
was used to deposit the feedstock with an inert metal gas 
(MIG) power source (Fronius, Model: TPS400i). The shield 
gas employed consists of 2% CO2 and 98% argon and the 
chemical composition of the wire is illustrated in Table 1.

The equipment is as shown in the figure below (Fig. 1) 
on which a systematic experimental study was conducted 
by varying input parameters, namely voltage, current, wire 
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feed rate and travel speed. A total of 58 tests were performed 
to collect information to train an algorithm. The output was 
recorded in terms of bead height (BH) and bead width (BW) 
using laser profile scanners from Micro-Epsilon (scanCON-
TROL 30 × 0 laser scanner). The wire spool is installed in 
the wire feeding mechanism to ensure a smooth and consist-
ent feed.

The tests can be classified into seven groups, depend-
ing on the travel speed adopted in the study. They are as 
shown in the table below, where in each group the number 
of tests varies based on the wire feed rate used. Each feed 
rate has a pre-set voltage and current set in the power source. 
The number of feed rate varied in each group and the num-
bers are mentioned in Table 2. Therefore, a total of 58 tests 
were carried out and in each test the width and height of 
the beads were obtained via scanning. While scanning, a 
total of 94 data points were obtained for width and height 
respectively, which means while scanning the entire bead 
length (100 mm) at regular intervals of 1 mm the height and 
width were obtained.

From the datasets obtained, three machine learning 
techniques were adopted in this study (LR, RF and KNN), 
where the former two (LR and RF) will be used to identify 

“which inputs produce what kind of outputs”, where the 
inputs are travel speed, feed rate, voltage and current, the 
corresponding outputs being an averaged BW and BH. 
KNN shall be used to classify weld parameters based on a 
scoring technique which is elaborated in the next section.

2.2 � Machine learning methodology

Three ML models will be studied in this paper, and they 
are LR, RF and KNN. The first two models shall be used 

Table 1   Chemical composition 
of wire (wt. %)

Cr Ni Mo Mn Si C N Nb P Fe

316L 18.65 11.64 2.29 1.76 0.65 0.026 0.035 0.016 0.003 64.62

Fig. 1   A Experimental setup and B bead geometry

Table 2   Study groups based on 
travel speed

Group Travel speed 
[mm/min]

Number  
of tests

A 240 8
B 300 11
C 360 11
D 420 10
E 480 7
F 540 7
G 600 4

Total tests 58
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for a comparative study to predict the bead geometry (aver-
aged values), while KNN shall be employed to find the best 
parameters that can be used to carry out a normal WAAM 
process. Therefore, to make the readers more familiar with 
the models, a brief description of the three is elaborated 
below:

A)	 Linear regression (LR): The method adopted for this 
study is also termed as multiple linear regression 
(MLR), which is a statistical technique that uses sev-
eral explanatory variables to predict the outcome. Here, 
the explanatory variables are the feed rate, travel speed, 

voltage and current, whereas the outcome is BH and 
BW. The formula used for this method is:

where for i = n observations:
Yi is the dependent variable, Xi the explanatory variable, 

bo the y-intercept which is a constant term, bp slope coef-
ficients for each explanatory variable and ∈ is the models 
error term [22].

B)	 Random forest (RF): As opposed to LR where a func-
tion can be easily expressed as an equation, RF cannot 

(1)Yi = bo + b1Xi1 + b2Xi2 + ... + bpXip+ ∈

Fig. 2   Seven groups of tests 
along with the respective weld 
beads (test groups from A to 
G, corresponding to data in 
Table 2)
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be expressed as such. It works based on the concept of 
decision trees, the inner working of which can be in the 
form of a bunch of if-else conditions. It begins with one 
node, and this node splits into left and right node deci-
sion nodes, and these nodes are further split into their 
respective right and left nodes. At the end of a leaf node, 
the averaged observation that occurs within the area is 
computed. The value in the leaves is normally the aver-
aged observations occurring within the specific region 
[19].

C)	 K-nearest neighbour (KNN): This is a popular ML algo-
rithm used for classification and regression. The model 
predicts the output value of a new observation by taking 
the average of the k-nearest data points from the training 
set. The distance between the data points is measured 
using the Euclidean distance equation:

where Xi and Yi are the values of the ith feature in data points 
X and Y, respectively. The k data points in the training set 
with the smallest distance values are selected as the nearest 
neighbours once the distance between the new data point 
and all the data points in the training set has been calculated. 
Subsequently, the averaged output of the k-nearest neigh-
bours is calculated to the predicted output value. This model 
is also termed as a non-parametric model owing to very 
few assumptions that are made in the process. The model 
is effective even when the data points are limited [19, 23].

This paper intends to use the first two modes (LR and RF) 
to predict the bead geometries based on a set of input (feed 
rate, travel speed, volt and current). A comparison shall be 

(2)

d(X, Y) =

√

(

(

X1 − Y1
)2

+
(

X2 − Y2
)2

+⋯ +
(

Xn − Yn
)2
)

Table 3   Input and output parameters from experiments. T.S travel speed, W.F.R wire feed rate

Input Output Input Output

Sl. No T.S
[m/sec]

W.F.R
[m/min]

Volt
[V]

Current
[A]

BWn
[mm]

BHn
[mm]

Sl. No T.S
[m/sec]

W.F.S
[m/min]

Volt
[V]

Current
[A]

BWn
[mm]

BHn
[mm]

1 0.004 4 11.2 78 3.78 4.015 30 0.006 10.5 16.1 174 5.53 4.31
2 0.004 4.5 11.3 85 3.905 4.205 31 0.007 6 12.8 107 3.151 3.878
3 0.004 5 11.3 92 3.91 4.405 32 0.007 6.5 13 112 3.849 3.805
4 0.004 5.5 11.4 99 4.545 4.57 33 0.007 8 13.7 131 4.327 3.626
5 0.004 6 12.9 107 4.795 4.655 34 0.007 8.5 13.8 140 4.532 3.616
6 0.004 6.5 12.2 110 4.63 4.675 35 0.007 9 15.3 157 4.756 3.791
7 0.004 7 12.6 115 4.925 4.665 36 0.007 9.5 15.2 168 4.803 3.729
8 0.004 7.5 13 120 5.365 5.44 37 0.007 10 15.4 184 5.03 4.058
9 0.005 4 12.3 77 3.75 3.865 38 0.007 10.5 16.5 166 5.195 3.956
10 0.005 4.5 12.5 85 3.85 4.04 39 0.007 11 16.8 173 5.119 3.781
11 0.005 5 12.5 94 3.985 4.03 40 0.007 11.5 17 181 5.465 3.85
12 0.005 5.5 12.6 100 4.105 3.935 41 0.008 9 15.5 151 4.056 3.726
13 0.005 6 13.4 105 4.39 4.095 42 0.008 9.5 15.4 162 4.487 3.903
14 0.005 6.5 13.6 109 4.88 4.16 43 0.008 10 15.7 169 4.775 4.055
15 0.005 7 13.6 114 4.64 3.875 44 0.008 10.5 16.1 173 4.798 4.171
16 0.005 7.5 13.8 121 4.635 3.805 45 0.008 11 16.6 178 4.339 3.93
17 0.005 8 14.3 128 5.48 4.155 46 0.008 11.5 16.6 183 5.101 3.945
18 0.005 8.5 14.3 135 6.015 4.01 47 0.008 12 17 189 5.129 4.021
19 0.005 9 15.6 149 6.05 3.82 48 0.009 10 15.8 170 5.72 3.035
20 0.006 5.5 12.7 103 3.535 3.77 49 0.009 10.5 16 174 5.653 4.44
21 0.006 6 12.7 108 3.685 3.96 50 0.009 11 16.1 181 6.002 4.44
22 0.006 6.5 13.6 112 4.01 3.67 51 0.009 11.5 16.4 186 6.124 4.266
23 0.006 7 13.3 117 4.195 3.785 52 0.009 12 17.1 192 6.267 4.818
24 0.006 7.5 13.9 124 4.14 3.91 53 0.009 12.5 17.3 201 6.956 4.772
25 0.006 8 13.8 127 4.655 3.87 54 0.009 13 18.4 211 7.429 4.677
26 0.006 8.5 14.5 137 4.975 3.845 55 0.01 11.5 16.4 189 4.329 3.422
27 0.006 9 15.2 148 5.23 3.875 56 0.01 12 16.5 194 5.14 3.24
28 0.006 9.5 15.6 160 5.28 4.085 57 0.01 12.5 17.3 204 5.016 3.44
29 0.006 10 15.6 167 5.67 5.598 58 0.01 13 18.2 214 5.719 3.493
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made between the two models on their performance by com-
paring the root mean squared (RMS) value and the coef-
ficient of determination (R2). The last model shall be used 
to predict the best parameters based on a scoring system 
assigned to each weld bead based on their appearance, BW 
and BH consistency along the whole length. The criteria on 
which such scores are allotted are described below:

a)	 If standard deviation of data points collected for BW and 
BH height along bead length is less than 0.1, in addition 
to a smooth surface which is not coarse and rough shall 
be allotted a rank “0”.

b)	 If the standard deviation is between 0.1 and 1, and the 
appearance of the bead is coarser then a score“1” is 
allotted.

c)	 Score “2” is allotted if the standard deviation exceeds 1 
and the surface appears very coarse. Thus, from 0 to 2, 
a score of 0 mean the best and a score of 2 means bad.

All the beads are shown in the figure below (Fig. 2).

3 � Results and discussions

Based on the experimental procedure elaborated above, a 
large amount of dataset was generated for training the ML 
models. The dataset, since being too large, is condensed and 
shown in Table 3. The BW and BH for each experiment are 
shown as BWn and BHn where “n” denotes only one data 

point that is shown in the table, but there were 96 points in 
total for each of the output parameters.

As against convention, 85% of the data was used to train 
the three models, and the remaining 15% was used to test 
the models for their feasibility. As mentioned in the previ-
ous section, ML models LR and RF will be employed to 
predict the average BW and BH based on the learned data, 
whereas KNN will be used to predict the best performing 
set of parameters based on a rank assigned to each test. This 
methodology was explained in the previous section. The 
flowchart of the general algorithm employed in this study is 
shown below (Fig. 3).

Initially using the LR and RF models, the bead geometry 
was tried to predict, and based on which the results are dis-
played in Fig. 4. Figure 4A and B illustrates results from the 
LR model, while (C) and (D) from RF model respectively. 
The blue dots are the actual data from experiments and the 
orange dots are the predicted values based on the data using 
which the models were trained. The BW and BH closely 
aligned with the actual predicted values and to further draw 
some insight the RMS and R2 values of the training and test 
sets were checked, and they are displayed in Table 4. While 
closely studying Table 4 and Fig. 4, a trend arises where LR 
seems to predict the outcome better when compared to RM. 
The MSE in the case of LR was zero which means the pre-
dicted values were close to the actual values, whereas in the 
case of RF it was not the case. Furthermore, R2 values from 
LR were as close as to unity as against RF, which further 
reinforces the argument. While looking into the coloured 
dots in Fig. 4, the oranges and blues were coincident in (A) 

Fig. 3   Flowchart illustrating the 
general algorithm for predict-
ing weld parameters and bead 
geometry
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and (B) representing LR, and this was not the case in RF 
seen in (C) and (D).

Further, with respect to RF, there is a wide range of fine 
tuning options available to make the model more accurate. 

These are options/process termed as “Hyperparameters tun-
ing”, which are settings of an algorithm that can be adjusted 
to optimise its performance. Also termed as hyperparam-
eters, these should be set before the actual training process. 

Fig. 4   A and B Actual and predicted outcomes of width and height 
from linear regression model. C and D Actual and predicted out-
comes of width and height from random forest model. E and F Actual 

and predicted outcomes of width and height from randon forest model 
post hyperparameter training
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But, here the RF was trained with default parameters ini-
tially, which gave an R2 value of 0.7760. This necessitated 
fine tuning with hyperparameters and in the case of random 
forest this includes the number of decision trees in the forest 
and the number of features considered by each tree when 
splitting the node. The sklearn RF’s tunable hyperparam-
eters include a number of decision trees (n_estimators), the 
maximum depth of the decision tree (max_depth), the split 
criteria (criterion), the minimum of samples for internal 
node splitting (min_samples_split), the minimum number 
of samples for leaf nodes (min_samples_leaf), whether boot-
strap sampling is used (bootstrap) and the maximum number 
of features (max_features) [24]. These parameters are opti-
mised using a grid search method. The optimised parameters 
are shown in Table 5, for both bead width and height with 
respect to wire feed rate. The RF model was trained again 
with these respective parameters and Fig. 4E and F shows 
the outcome. It is clear that the predicted dots moved closer 
to the actual dots, and as per the seen observations, it can be 

Table 4   Compilation of MSE 
and R2 values for both the 
models

Model MSE [Training_set] R2 [Training_set] MSE [Testing_set] R2 [Testing_set]

LR 0.0 1 0.00001 0.999999
RF 0.0239 0.9546 0.03489 0.7760

Table 5   Hyperparameter for bead width and bead height

Hyperparameters For bead width For bead height

n_estimators 100 72
max_depth 80 None
max_features 2 sqrt
bootstrap True False
min_samples_leaf 3 1
min_sample_split 10 2

Table 6   Model performance 
check based on the k factor

k factor Model score

3 0.7777
4 1
5 1
6 1
7 1
8 0.8888

Fig. 5   True and false outcomes for different k factors (k=3 until 8)
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stated that with more data especially those of temperature 
along the bead length and cooling rates, RF will better pre-
dict the outcome as against a more conventional approach 
such as LR.

KNN model implementation was carried out to ascertain 
the weld parameters based on score allotted to each param-
eter. The methodology was explained earlier, whereas here 
the results in terms of “k” factor are elaborated. The k factor 
was altered between a range of 3 to 8 and the model score 
checked, and if the score is closer to 1, the better is the 
model predicting the right outcome. Table 6 illustrates the 
results in terms of the k factor and the model score.

To show the predictability of the knn model based on 
the k factor, a confusion matrix was employed as seen in 
Fig. 5. A confusion matrix is a better tool that can be used 
to test the accuracy of classification models such as knn. The 
correct number of predictions is seen along the diagonals, 
and anything outside the diagonal is a wrong prediction. 
From Table 3, there are 57 rows of data, and the total col-
umns in each row was 172. The training set among these 
data points were 85%, while the rest was used to test the 
model. Fifteen percent of the rows amount to 8.7 (approx 9), 
and this is equal to the total number seen in the matrix cells 
below. Therefore, when a k factor of 3 was used, the model 
predicted seven times the right outcome. Six times score 
“1” and one time score “2” whereas score “0” was wrongly 
predicted two times. But when the k factor is changed to 4 
all the outcomes were correctly predicted and hence all the 
cells are zero except the diagonals. The same was true until 
a k factor of 7, but when k was 8, score “1” was wrongly 
predicted as score “0”. Thus, arriving at the right k factor is 
important to reduce the amount of wrong predictions.

4 � Conclusions

The paper attempts to study the ability of three machine 
learning models for WAAM, namely, linear regression 
(LR), random forest (RF) and k-nearest neighbours (KNN) 
in predicting the weld geometry and the weld parameters 
respectively. The following can be concluded from this 
study:

a)	 From LR and RF, the former was able to rightly predict 
the outcome based on travel speed, wire feed rate, volt-
age and current. This was clarified by checking three 
aspects of the outcome, namely, the RMS value, the R2 
value and plots of the actual and predicted values. The 
RMS was seen as zero in the case of LR thus, implying 
that the predicted outcome matches that of the actual 
outcome, whereas in the case of RF, a slight deviation 
was seen in RMS implying non-consistent predicted out-
comes.

b)	 When KNN model was used to correctly predict weld 
parameters based on a scoring system, it was seen that 
correct k factors need to be ascertained. A k factor 
between 4 and 7 correctly classified the experiments 
based on the weld parameters while anything below 4 
and above 7 was seen to reduce the effectiveness of the 
model. A confusion matrix was employed to check the 
effectiveness of the model.

Further, the study aims to use the parameters to print a 
set of walls of specified dimensions. Subsequently, speci-
mens shall be cut and milled to precision from these walls 
to conduct tension test, along with quality tests in terms 
of porosity within the structure.
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