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Abstract
Two‐dimensional direction‐of‐arrival (DoA) estimation in azimuth and elevation via radar
systems equipped with uniform rectangular arrays (URAs) will play an important role in
various application areas—most distinctively in future urban air mobility settings with
unmanned aerial vehicles. A key factor is the fast and reliable provision of target de-
tections in terms of range and DoA for safe autonomous operation of the vehicle using
on‐board antenna arrays with compact installation size. The authors present a technique
for improving the performance of DoA estimation using compressive sensing in
conjunction with multiple‐input multiple‐output arrays with electronically steered beams
in the transmit direction. The simulation study investigates the impact of different design
considerations on radar signal processing performance. An optimisation of a radar system
using electronic beamsteering in the transmit domain is presented numerically. Based on
the architecture of the URAs used, performance and detection accuracy can be improved.

1 | INTRODUCTION

Radar systems have been an integral part of surveillance and
monitoring for over a century, beginning with the first use to
detect ships in poor visibility and for early‐warning and fire‐
control tasks in World War II. Today, the use of electromag-
netic waves to detect the presence, position, and velocity of
objects is used extensively for searching, tracking, and imaging
purposes [1]. With a general trend in aviation towards urban air
mobility (UAM) with small and more flexible air vehicles that
are capable of automatic‐ and vertical takeoff and landing
(ATOL/VTOL), reliable and compact automatic sensing sys-
tems are required for safe operation [2]. At the same time,
unmanned aerial vehicle (UAV), autonomous aerial vehicle
(AAV), or remotely piloted aircraft system (RPAS) platforms
offer only limited installation space, calling for small‐size, low‐
weight, and also energy‐efficient sensor solutions. Radar sen-
sors are attractive, due to their all‐weather and day‐and‐night
capability.

With multi‐antenna systems, the design of such antenna
arrays can be exploited to enable further features and improve

on the tradeoff between precision and cost [3]. Multiple‐input
multiple‐output (MIMO) radar systems have attracted a lot of
attention over recent years [4]. Antenna apertures can be
virtually increased by utilising orthogonal signals at the trans-
mitter side [5]. This results in higher resolution and better
accuracy in the angular domain while allowing for a compact
installation size [6]. Separating antennas in the spatial domain
also increases the resolution of estimated target parameters like
range, angle, and velocity [7].

Conventional phased array radars use coherent radio fre-
quency phase shifters at each antenna element to steer the
array's main lobe in a preferred direction using beamforming
(BF) techniques [8]. This enables the use of beamformed en-
ergy as opposed to a (mostly uniform) energy distribution
achieved by single antenna elements and their angular char-
acteristics. Using this coherent feeding technique, the array
gain pattern can be shaped to suppress sidelobes or optimise
energy into a preferred direction [9]. Array pattern shaping has
been applied to radar sensor arrays to optimise the direction‐
of‐arrival (DoA) estimation results, for example, in [10–15].
Contrary to phased arrays, studies using subarray partitioning
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and combining such techniques with MIMO arrays have
shown that the angular resolution can be improved signifi-
cantly [16–20].

Radar signal processing employs appropriate algorithms to
estimate a target's range, velocity, and position [21, 22]. Esti-
mating the DoA of a reflected signal at the receiving sensor
array can be a challenging task. This is especially true when
simultaneously determining the velocity and range of the
target. Nonetheless, it holds significant importance in dynamic
scenarios. An exemplary UAM scenario is illustrated in
Figure 1. Each AAV, UAV, or RPAS has to sense and predict
the movement of surrounding platforms and obstacles in a
detect and avoid fashion.

Conventional spectral‐based BF methods or subspace‐
based methods such as MUltiple SIgnal Classification [23] or
Estimation of Signal Parameters via Rotational Invariant
Techniques (ESPRIT) [24] rely on the statistical information of
the received signal and therefore require a certain amount of
received data to form a statistically significant spatial covari-
ance matrix [25]. The energy in the covariance matrix can be
searched for targets in the angular domain to obtain an arbi-
trarily accurate DoA estimation. The resolution can in theory
be improved by increasing the number of received samples,
that is, the integration time, to form a more significant
covariance matrix.

Considering highly dynamic scenarios in UAM with mul-
tiple UAVs in close proximity, the primary goal is to increase
the update interval. This could ultimately be achieved by
reducing the number of samples required for DoA estimation.
A promising way to use fewer samples while achieving high
accuracy is provided by the concept of compressive sensing
(CS), which is a class of techniques able to solve

underdetermined systems of linear equations with sparse in-
puts [26–28]. CS has been applied to many different domains
in radar signal processing [29], for example, to reconstruct
sparse signals with sampling rates far below the Nyquist‐rate
[30, 31], for DoA estimation [32, 33], array design [34], and
extended target detection [35]. In terms of hardware design, it
has been shown that CS performs well with pseudo‐random
array topologies [34, 36] and also with widely separated an-
tenna arrays with inter‐element spacing d > λ [37, 38]. The
most important requirement to apply CS to a scenario is
sparsity of the latter in relation to the systems basis. Most UAM
scenarios can be assumed sparse when discriminating the
present targets in the range and velocity domain (prior to DoA
estimation). This means that only very few targets are simul-
taneously present in the same range‐Doppler cell. In such
cases, an exhaustive search over the entire FoV, for example,
based on conventional digital beamforming (DBF) on receive
combined with an appropriate energy detection algorithm, like
constant false alarm rate (CFAR), would be inefficient. Instead
of this, CS can output binary results representing the position
of a target in azimuth and elevation.

Additionally, in many aviation scenarios, one angular
dimension is of more interest than the other and requires a
higher resolution. This might happen in flight route planning
when relying on horizontal flight manoeuvres only. In this case
the azimuth position of a target is much more important than
its elevation, which can be estimated rather coarsely. In typical
UAM scenarios, however, depending on prevailing flight tra-
jectories, three‐dimensional (3D) situational awareness (in
range, azimuth, and elevation) is required. An implementation
with separate processing of the two angular domains in azi-
muth and elevation offers the possibility to perform faster
calculations and generate different angular accuracies—
adapted to the respective requirements of the flight manoeu-
vres [14]. The additional possibility of reducing the physical
size and thus the weight of the antenna arrays by means of a
MIMO radar approach represents one of the most important
requirements for use in aviation.

1.1 | Contributions, related work, and
outline

This paper investigates the use of electronic beamsteering on
the transmitter side of MIMO radars with two‐dimensional
arrays to steer the main lobe of the array simultaneously in
azimuth and elevation. It is combined with CS algorithms on
the receiver side to estimate the DoA in sparse target scenarios.
This simple codebook‐based electronic beamsteering approach
via analogue or digital phase shifters is compared to conven-
tional MIMO signal processing employing a wide illumination
to establish the virtual antenna array. Related papers in the area
of applying CS to DoA estimation with MIMO antenna arrays
utilise a‐priori DoA information to optimise digital BF at the
receiver [39]. They address optimisation of receiver side
combining and degrees of freedom for sparse antenna arrays
[40], and improve on compressive sampling to reduce the

F I GURE 1 Highly dynamic urban air mobility (UAM) example
scenario with three unmanned aerial vehicles (UAVs) in an urban
environment. The field‐of‐view (FoV) of the radar arrays of the hovering
UAV is illustrated by the blue cones.
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number of RF‐chains at the receiver [41]. This work focuses on
the design of specific electronic transmit beamsteering sets for
MIMO arrays, without a‐priori target DoA information, and
investigates effects on the resulting accuracy of CS‐based DoA
estimation.

A normalisation scheme, previously applied to a one‐
dimensionally steered array in [14], is extended to two‐
dimensional beamsteering to keep a fair comparison between
MIMO signal processing arrays and electronic beamsteering.
While MIMO arrays are limited in a way, as the number of
antenna elements and orthogonal signals restrict the size of the
virtual aperture, electronic beamsteering opens up further de-
grees of freedom to signal processing. Two‐dimensional
beamsteering also increases its benefits in conjunction with
CS signal processing on the receiver side.

The main contributions of this paper are as follows:

� For the considered application, we propose to employ 2D‐
MIMO arrays in a novel fashion, by moving from the
common virtual array processing to a beamsteering mode of
operation for improved performance of CS‐based DoA
estimation.

� To this end, the system model from ref. [14] is extended to
account for two‐dimensional electronic transmit beamst-
eering in azimuth and elevation.

� The extended system model enables the analysis and opti-
misation of this two‐dimensional domain in DoA estimation
using CS algorithms. In particular this optimisation is
applied and tailored to the requirements of future UAM
scenarios, which involve fast and reliable target detection in
range, azimuth, and elevation.

� A relation between the selected beamsteering directions and
the result of the DoA estimation process based on numer-
ical evaluations of the sensing matrix is presented using its
Grammian representation.

� Based on the results, design recommendations for the cre-
ation of suitable beamsteering sets based on an existing
antenna layout or, conversely, an antenna layout with a
corresponding beamsteering set, are given.

This simulative study illustrates the advantage of a sepa-
rated processing of the azimuth and elevation domain for
DoA estimation, previously introduced in ref. [14]. In
contrast to previous studies on transmit BF‐based DoA
estimation [16, 19, 20], this paper examines the impact of a
deliberate choice of beamsteering directions in the form of an
offline beamsteering codebook on the reconstruction per-
formance of CS algorithms. In particular, our scheme does
not require any prior information, as opposed to refs. [17,
18]. These works use subarray partitioning to form a hybrid
phased‐MIMO radar system capable of coherently integrating
the received signals and optimising the beampattern.
Furthermore, our work only considers electronic beamsteer-
ing based on phase‐shifters, whereas other works such as [10,
11] employ orthogonal signals based beampattern synthesis to
achieve a given wideband pattern. Our scheme thus only
steers the main lobe of the transmit antenna array. Based on

this, design considerations leading to the most promising
approach are presented and evaluated for practical use cases,
based on the more comprehensive measure of the Grammian
matrix.

The remainder of this paper is organised as follows:
Section 2 introduces the general system model of the an-
tenna array which can be used for both conventional MIMO
signal processing and electronic beamsteering modes, which
are described in detail in Section 3. Section 4 presents the
applied CS‐based DoA estimation method. Section 5 gives
an overview of the different scenarios and antenna topol-
ogies investigated and presents corresponding simulation
results. In Section 6, the effects of antenna design consid-
erations on the overall performance with both signal pro-
cessing modes are discussed, before a conclusion is drawn in
Section 7.

1.2 | Mathematical notation

Throughout this paper, vectors and matrices are presented
as bold‐face lower‐case and upper‐case characters x and X,
respectively. The ith entry of a vector is denoted as xi and
the entry in the ith row and jth column of a matrix is
written as xij. The ith column of a matrix X is referred to
as Xi. Furthermore, :ð Þ

T is the matrix transpose operator,
:ð Þ
H is the conjugate transpose operator, :ð Þ∗ is the complex

conjugate operator, and vecðX Þ is the column‐wise vector-
isation of a matrix X. The flooring operation is denoted by
⌊*⌋., where the operand is rounded down to the next
smaller integer number. 1N denotes a column vector of
length N with unity entries, and 0N denotes a corresponding
vector with zero entries. Finally, j¼

ffiffiffiffiffiffi
−1
p

denotes the
imaginary unit.

2 | SYSTEM MODEL

The radar system described in this paper consists of two uni-
form rectangular arrays (URAs) for transmit and receive
operation placed in the yz‐plane with boresight direction in x‐
direction. The number of elements in each dimension is given
by My;Mz
� �

for the transmit array and Ny;Nz
� �

for the receive
array. Figure 2 illustrates the example My = Mz = Ny = Nz = 2.
The case where the transmit and receive arrays are restricted to
a single dimension (e.g. Mz = Ny = 1 or My = Nz = 1) describes
the special case of a simple MIMO array with transmit steering
capability in only one dimension (cf. [14]). For 2D MIMO
arrays, the distance between the elements of either the transmit
or the receive array must be increased to ensure an optimal
virtual aperture in the sense of a minimum redundancy array
design. For electronic beamsteering, the transmit elements
must be spaced at most λ/2 apart to avoid generating grating
lobes in the FoV. Correspondingly, when the spacing of the
receive elements is increased the MIMO array is able to sup-
port both a MIMO virtual antenna and an electronic
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beamsteering mode. (In the simple one‐dimensional case, this
issue does not need to be considered [14], as the linear transmit
and receive arrays are arranged in a perpendicular fashion.)
Both arrays employ uniform spacing between the array ele-
ments given by the variables dTx;y; dTx;z

� �
and dRx;y; dRx;z

� �

normalised to the centre wavelength λc of the radar system.
The wavelength is given by λc = c0/fc, with fc representing the
centre frequency of the radar system and c0 the speed of light.
In the MIMO case the transmit array defines the spacing of the
receive array to maximise the virtual aperture, which results in
dRx,y = MydTx,y and dRx,z = MzdTx,z. Throughout the paper,
this MIMO setup is taken as the basic URA configuration.

Furthermore,we adopt the following assumptions from [34]:

� We employ the far‐field approximation with planar wave-
fronts being assumed at the antenna arrays. This implies that
the target range has to meet a corresponding lower limit.
Given a radar system operating at 10 GHz and using a
relatively large antenna aperture, far field already starts
within the range of a few metres. Furthermore, this range
becomes even smaller with increasing frequency and/or
smaller apertures. Correspondingly, the far‐field assumption
is valid for typical UAM scenarios and practicable target
ranges.

� All targets are assumed to only occupy a single range‐
Doppler cell for simplicity (point‐target assumption).

� Clutter is neglected, as it is assumed to be fully separable from
targets by means of Doppler filtering, and noise in the system
is assumed to be aditive white Gaussian noise (AWGN).

The processing chain within the radar system after the
analog radar frontend follows a conventional model shown in
([34], Figure 1), where the raw data is range‐compressed before

a filtering step in the Doppler domain. The energy in the
range‐Doppler domain is then filtered, and spatial processing
in the form of DoA estimates is performed using the CS al-
gorithm presented in Section B.

The array elements are numbered column‐wise via linear
indices m = 1, 2, …, My ⋅ Mz for the transmit array and n = 1,
2, …, Ny ⋅ Nz for the receive array. This results in the definition
of the array positions in y‐ and z‐dimension (cf. Figure 2),
given as

yTx;m ¼ λcdTx ⋅ m − 1modMy
� �

−
My − 1
2

� �

zTx;m ¼ λcdTx ⋅
m − 1
My

−
Mz − 1
2

� �
ð1Þ

for the transmit array and

yRx;n ¼ λcdRx ⋅ n − 1modNy
� �

−
Ny − 1
2

� �

zRx;n ¼ λcdRx ⋅
n − 1
Ny

−
Nz − 1
2

� �
ð2Þ

for the receive array. Following [32, 34], the radar scenario
describes K targets with radar cross‐section values σk, ranges
from the radar array given by rk, and angular coordinates given
by θk;ϕkð Þ in terms of azimuth and elevation.

A general formula to calculate the phase difference at an
antenna element with offset d related to the phase centre
(y = 0, z = 0) of the array, given an angle of departure/arrival η
(defined within the (x, y)‐plane/(x, z)‐plane w.r.t. the x‐axis) is
given by

F I GURE 2 Example array with two 2 � 2 transmit and receive arrays. For illustration purposes, the transmit and receive arrays were spatially displaced
along the z‐axis, which is not necessary for a working implementation. The arrays could also be nested within one another (for a more compact installation) while
still achieving the same virtual aperture.
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ζðd; ηÞ ¼
2πd
λc
sin η: ð3Þ

The transmit steering factor corresponding to themth transmit
element and the kth target thus is given by the following:

tm θk;ϕkð Þ ¼ exp j ζ yTx;m;ϕk
� �

þ ζ zTx;m; θk
� �� �� �

: ð4Þ

The receive steering factor at the nth receive element from the
kth target is given in the same way by

rn θk;ϕkð Þ ¼ exp j ζ yRx;n;ϕk
� �

þ ζ zRx;n; θk
� �� �� �

: ð5Þ

From these factors, the transmit and receive steering vectors
t θk;ϕkð Þ ∈ CMyMz and r θk;ϕkð Þ ∈ CNyNz pointing in the di-
rection of the azimuth and elevation angle θk and ϕk of the kth
target are defined as follows:

t θk;ϕkð Þ ¼ t1 θk;ϕkð Þ … tMyMz θk;ϕkð Þ
� �T

; ð6Þ

and

r θk;ϕkð Þ ¼ r1 θk;ϕkð Þ … rNyNz θk;ϕkð Þ
� �T

: ð7Þ

Finally, τk represents the two‐way propagation delay between
the radar and the kth target.

3 | RADAR MODES

In the sequel, the considered radar modes used in comparison
are discussed in detail. Both modes employ the same physical
antenna array for transmit and receive operation but differ in
the nature of transmitted and received waveforms.

3.1 | Multiple‐input multiple‐output signal
processing

MIMO signal processing utilises orthogonal transmit signals,
which can be optimally separated at the receiver using time‐
domain matched filtering. This creates a virtual aperture at
the spatial convolutions of the individual transmit and receive
antenna element positions increasing the aperture from
MxMy þ NxNy physical elements to a theoretical maximum of
MxMyNxNy virtual elements, given appropriate element place-
ment and sufficiently many mutually orthogonal signals. An
example antenna configuration with two URAs is presented in
Figure 2a.

The vector sðtÞ ¼ s1ðtÞ;…; sMyMzðtÞ
� �T describes My ⋅ Mz

orthogonal unit‐power transmit signals. Following [32], the
receive vector yMIMO ∈ CMyMzNyNz is given by the matched filter
output in ref. (8), where the second equality holds for the case
of perfect signal orthogonality.

yMIMO ¼ vec
Z

s t − τkð ÞsH t − τkð Þt
XK

k¼1

t θk;ϕkð ÞrT θk;ϕkð Þσk

 !

¼ vec
XK

k¼1

t θk;ϕkð ÞrT θk;ϕkð Þσk

 !

ð8Þ

3.2 | Electronic beamsteering signal
processing

In electronic beamsteering, all transmitting antennas use the
same coherent signal s(t) and are active simultaneously [42]. By
means of (analog and/or digital) phase shifters, the main lobe
of the array is steered in a predefined direction in azimuth ~θl
and elevation ~ϕl . At the receiver, this primary direction can be
recovered from the received signal by means of time‐domain
matched filtering with respect to the transmit signal s(t). In
this way the transmitted signal can also be optimally recon-
structed here. Beamsteering offers the possibility to increase
the number of degrees of freedom for estimating the DoA of
impinging signals without increasing the number of transmit
and receive antennas. With a two‐dimensional transmit array
geometry, a beamsteering in both azimuth and elevation di-
rection is possible, which enables a more focused beam.

The main lobe of the transmit array is subsequently steered
into L individual directions, defined in azimuth and elevation

~θl; ~ϕl
� �

∈ ~θ1; ~ϕ1
� �

;…; ~θL; ~ϕL
� �� �

; ð9Þ

as illustrated in Figure 2b for four particular directions (l= 1,…,
4), by employing corresponding phase shifts at the individual
transmit elements. The phase shift v applied to the transmit
signal at the mth transmit element is calculated as follows:

vm ~θl; ~ϕl
� �

¼
1
L
exp −j ζ yTx;m; ~ϕl

� �
þ ζ zTx;m; ~θl
� �� �� �

;

m¼ 1; 2;…;My ⋅ Mz;
ð10Þ

which results in the definition of the transmit steering vector
corresponding to the lth steering direction, which is applied to
all transmit elements simultaneously:

v ~θl; ~ϕl
� �

¼ v1 ~θl; ~ϕl
� �

… vMyMz ~θl; ~ϕl
� �h iT

: ð11Þ

The received signal after steering the transmit beam
subsequently into all steering directions is defined as a
vector y steer ∈ CLNyNz , capturing the summation of the echos
from all targets k = 1, …, K after matched filtering at the
receiver. It is given by Equation (12). Note that we perform
electronic beamsteering only at the transmitter side, because
the resulting measurement matrix has a better condition (see
numerical results).
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A visual representation of the effect of electronic transmit
beamsteering can be obtained by the transmit array factor
which can be calculated via

AFTx θ;ϕð Þ ¼ vT ~θl; ~ϕl
� �

t θ;ϕð Þ; ð13Þ

or the full (transmit and receive) array factor

AF θ;ϕð Þ ¼ vT ~θl; ~ϕl
� �

t θ;ϕð ÞrT θ;ϕð Þ
� �T

; ð14Þ

for an angular direction given by θ;ϕð Þ. Exemplary normalised
array factors are presented in Figure 3 for four different
steering directions in azimuth and elevation. Notice that the
electronic beamsteering set is clearly visible in Figure 3a which
shows the array factor of the transmitting array. The receive
array performing no BF at all simply spreads the received
energy over azimuth and elevation which is not useful for
illustrating purposes as shown based on the full array factor in
Figure 3b.

4 | CS BASED DIRECTION‐OF‐ARRIVAL
ESTIMATION TECHNIQUE

This paper investigates the possibilities for performance
improvement of an electronically steered two‐dimensional
MIMO array using CS as a DoA estimation technique. CS as
a mathematical discipline for solving underdetermined linear
systems of equations can, under certain conditions, provide an
advantage in sparse scenarios and achieve good DoA estimates
with few measured values. As stated in the introduction, UAM
radar scenarios are known to be mostly sparse, as the targets
can—in a first processing step—be discriminated into indi-
vidual range‐Doppler cells. Thus, DoA estimation presents a
perfect domain to utilise the capabilities of CS. Furthermore, if
an initial target detection step is employed after range‐Doppler
processing, for example, via a 2D CFAR algorithm, CS DoA
estimation may be confined to range‐Doppler cells with an

active target detection. This limits the overall computational
complexity.

In this work, we use iterative hard thresholding (IHT) [43] as
the CS method of choice because this algorithm is quite simply
implemented and can be parameterised to the expected number
of targets within the FoV. Another possible algorithm to use
would be orthogonal matching pursuit [44], among others. Both
algorithms use an angular grid for DoA estimation. Corre-
spondingly, a sensing matrix has to be defined based on which
the angular positions of the targets are estimated.

4.1 | Sensing matrix construction

The entries in the sensing matrix are defined over a uniformly
spaced grid in azimuth and elevation with spacings given by δθ
and δϕ. As there are P grid points in azimuth and Q points in
elevation, the grid is spanned by the two vectors.

θ¼ δθ ⋅ 0; 1;… P − 1ð Þ½ �
T −

P − 1
2

� �

; ð15Þ

ϕ¼ δϕ ⋅ 0; 1;… Q − 1ð Þ½ �
T −

Q − 1
2

� �

; ð16Þ

where P and Q are selected as odd numbers. This results in the
formulation of an auxiliary dictionary Ψ to reference the grid
points. This dictionary is defined as follows:

Ψ¼ vec θ ⋅ 1TQ
� �

; vec 1P ⋅ ϕT
� �h i

: ð17Þ

The sensing matrix entries are composed in a similar way as
Equations (8) and (12) with the transmit and receive steering
vectors defined over the discrete grid in azimuth and elevation
with azimuth angles θi ∈ θ and elevation angles ϕi ∈ ϕ.
Considering the case of MIMO processing, with discrete grid
defined in this way, a sensing matrix is obtained that examines

y steer ¼

XK

k¼1

vT ~θ1; ~ϕ1
� �

t θk;ϕkð ÞrT θk;ϕkð Þ
� �Tσk

Z

s∗ t − τkð Þs t − τkð Þt

⋮
XK

k¼1

vT ~θl; ~ϕl
� �

t θk;ϕkð ÞrT θk;ϕkð Þ
� �Tσk

Z

s∗ t − τkð Þs t − τkð Þt

⋮
XK

k¼1

vT ~θL; ~ϕL
� �

t θk;ϕkð ÞrT θk;ϕkð Þ
� �Tσk

Z

s∗ t − τkð Þs t − τkð Þt

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

¼

XK

k¼1

r θk;ϕkð ÞtT θk;ϕkð Þ
� �

v ~θ1; ~ϕ1
� �

σk

⋮
XK

k¼1

r θk;ϕkð ÞtT θk;ϕkð Þ
� �

v ~θl; ~ϕl
� �

σk

⋮
XK

k¼1

r θk;ϕkð ÞtT θk;ϕkð Þ
� �

v ~θL; ~ϕL
� �

σk

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

ð12Þ
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targets at the predefined grid points, associated with weight
vectors

aMIMO θi;ϕið Þ ¼ vec t θi;ϕið ÞrT θi;ϕið Þ
� �

: ð18Þ

Considering the electronic beamsteering directions given by
their phase shift vectors (10), the weight vectors at the receiver
in the electronic beamsteering case are defined as

asteer θi;ϕið Þ ¼

vec r θi;ϕið ÞtT θi;ϕið Þ
� �

v ~θ1; ~ϕ1
� �� �

⋮
vec r θi;ϕið ÞtT θi;ϕið Þ

� �
v ~θl; ~ϕl
� �� �

⋮
vec r θi;ϕið ÞtT θi;ϕið Þ

� �
v ~θL; ~ϕL
� �� �

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

:

ð19Þ

In contrast to the discrete angles of the angular dictionary, the
beamsteering angles can have arbitrary values, which depend
only on the resolution of the phase shifters and must be known
at the receiver. For a monostatic system, however, this
circumstance does not pose a problem. Regardless of the
employed radar signal processing mode (MIMO processing or
beamsteering), the full sensing matrix consists of the horizontal
concatenation of the weight vectors for all possible grid points

A ¼ a θ1;ϕ1ð Þ;…; a θP;ϕQ

� �h i
; ð20Þ

with a(θ, ϕ) = aMIMO(θ, ϕ) for MIMO processing and a(θ,
ϕ) = asteer(θ, ϕ) for electronic beamsteering. This results in a
CMyMzNyNz�PQ matrix in the case of MIMO signal processing
and CLNyNz�PQ in the case of electronic beamsteering.

Note that A is a rectangular matrix with less rows than
columns, leading to an underdetermined linear system of
equations, under the assumption that the number of grid
points, PQ, exceeds the number of received signals, MyMzNyNz
or LNyNz, respectively.

4.2 | Iterative hard thresholding algorithm

CS estimates the input ~x of the underdetermined linear system

y ¼ A~x þ e; ð21Þ

which holds the position of the targets in the angular domain,
based on the system output y which is given by either the
MIMO mode response yMIMO or the electronic beamsteering
response ysteer. Additional additive noise is introduced by the
vector e.

The IHT algorithm used in this paper delivers good results
while being computationally inexpensive. It computes the
approximated residual ~x iþ1ð Þ in its ith iteration via

~x iþ1ð Þ ¼H ~x ðiÞ þ AT y − A~x ðiÞ
� �� �

: ð22Þ

In the first iteration, the approximated residual is ini-
tialised with ~x 1ð Þ ¼ 0PQ and the hard thresholding operator is
defined as

H xlð Þ≔ xl; if jxlj >
ffiffiffiffi
K
p

;

0; else:

�

ð23Þ

F I GURE 3 Normalised power of array gain of an array layout with 15
transmit (My = 3, Mz = 5) and 15 receive antenna elements (Ny = 5,
Nz = 3). As an example, transmit beamsteering is done in L = 4 discrete
directions ~θl; ~ϕl

� �
∈ −15◦;−15◦ð Þ; −15◦; 15◦ð Þ; 15◦;−15◦ð Þ; 15◦; 15◦ð Þf g.
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The parameter K which the algorithm uses to threshold the
results represents the number of targets expected in the FoV of
the antenna array. The algorithm estimates the most promising
DoA in each iteration, thus K iterations are performed for each
estimation step, where in each step a single DoA estimation is
produced.

5 | NUMERICAL SIMULATION

In the following, the presented system model description from
Section 2 is used for DoA estimation in radar‐centric two‐
dimensional polar coordinates. The goal of the numerical
simulations is to compare both radar operation modes from
Section 3 using the common framework introduced in Sec-
tion 4. The MIMO operation is performed assuming perfectly
orthogonal transmit signals at each transmit antenna element,
which results in the aforementioned maximisation of its virtual
aperture. The electronic beamsteering operation employs the
same array architecture as the MIMO operation and differen-
tiates between five exemplary steering sets. Each of these sets
contains L = 25 combined steering directions in azimuth and
elevation which is given by the angular range in which the
electronic beamsteering is performed. The five exemplary
steering sets are chosen to cover all ranges between wide
beamsteering over the entire FoV to very narrow beamsteering
with small phase differences between the transmit antennas. A
tunable variable is used to demonstrate the impact of the
steering range on the reconstruction performance of an arbi-
trary scenario. Each steering set is named after the range of
steering it covers: Steer‐Smax is given by Zaz � Zel steering
directions in azimuth and elevation with equidistant azimuth
steering directions θi

−Smax
2

≤ θi ≤
Smax
2
; i¼ 1;…;Zaz ð24Þ

and equidistant elevation steering directions ϕi

−Smax
2

≤ ϕi ≤
Smax
2
; i¼ 1;…;Zel: ð25Þ

The exemplary steering ranges in these sets are defined by
Smax ∈ 5°; 15°; 30°; 45°; 60°

� �
with Zaz = Zel = 5.

Monte Carlo simulations are run with 1000 different
random target locations in the FoV for different signal‐to‐
noise ratio (SNR) values. Assuming AWGN at the receiver,
and 250 realisations per location in azimuth and elevation, this
results in an error variance of 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:5� 105
p

¼ 2 � 10−3. The
stationary, point‐like targets are considered to be in separate
range‐Doppler cells, such that a sparse scenario with K = 1 can
be assumed. The FoV of the array in azimuth and elevation is
defined as � 45° (with an assumed element gain of 6dBi) and
the target positions are drawn randomly and uniformly from
this interval. The grid in Equations (15) and (16) which defines
the sensing matrix describes the searchable domain for the
DoA estimation algorithm and consists of P = Q = 91 grid

points per direction spaced with δθ = δϕ = 1° which results in
a grid covering the entire FoV. Although this angular grid is
quite coarse, it allows for a comparison between the different
techniques and at the same time for an implementation on
inexpensive, commercially available hardware. An improve-
ment of the DoA estimation in terms of resolution can be
achieved with a finer grid.

To compare the results of both processing modes, the SNR
has to be adapted to account for additional processing gain.
The simulations use a time‐slotted model to calculate the
additional SNR penalty for the electronic beamsteering mode.
As an orthogonal signalling scheme, time‐division multiplexing
(TDM) is assumed in the MIMO case, and the beamsteering
time slots are assumed to be equal in length to one TDM slot.
The SNR penalty (in dB) for the beamsteering mode results as
follows:

Ppenalty ¼ 10log10
L

MyMz

� �

; ð26Þ

and is applied to the received signal after matched‐filtering.
With this penalty1 the SNR in dB for the beamsteering mode is
defined as follows:

SNR¼ 10log10
Ps
Pn

� �

þ Ppenalty: ð27Þ

Here, Ps represents the desired signal power at the receiver
(including BF gains in the case of electronic beamsteering) and
Pn = N0 ⋅ B, with noise spectral density and channel bandwidth
N0 and B, respectively. With this fair comparison scheme
established, a common SNR can be used to assess the impact
of different beamsteering sets on the DoA estimation
performance.

DoA estimation is done separately in azimuth and eleva-
tion, which brings a time‐benefit, as the residual in the IHT
algorithm reduces from length PQ to only P or Q, depending
on the angular domain. With this processing scheme, a more
precise relation between the array geometry and its perfor-
mance in a certain domain can be drawn. DoA estimation
performance is evaluated by both the root‐mean‐square error
(RMSE) and the probability that a scenario cannot be correctly
reconstructed (reconstruction error probability). The RMSE is
an error magnitude measure, which provides the ability to
quantify the accuracy of the angle estimation of each algorithm.
The (reconstruction) error probability, on the other hand, is a
binary measure, which highlights cases of imperfect recon-
struction of target scenarios.

As a baseline measure, the smallest two‐dimensionally
steerable array layout with My = Mz = Ny = Nz = 2 ele-
ments is used. Steering is performed in L = 25 steering di-
rections uniformly distributed in azimuth and elevation given
the assigned steering range Smax. Given these parameters, the

1
Note that the SNR penalty for the beamforming mode is actually a gain, if L < My ⋅ Mz.
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MIMO mode results in a virtual aperture with 4 ⋅ 4 = 16 el-
ements while the electronic beamsteering can utilise 25 ⋅
4 = 100 receive paths, which is compensated via an SNR
penalty of Ppenalty = 7.96 dB for the beamsteering mode.
Figure 4 illustrates the RMSE for the given configuration with
one target within the FoV. With the exception of the Steer‐5◦
case, which performs worse, the RMSE is the same in both
radar modes.The corresponding resulting error probability is
shown in Figure 5. It can be noted that the electronic
beamsteering mode performs as good as the MIMO mode,
while it is even possible to slightly outperform the orthogonal

signal processing of the MIMO mode at appropriate SNR. The
DoA estimation improvement is in accordance with previous
simulations for a single‐dimension electronic beamsteering
array [14]. This improvement of 2 dB–3 dB can even be
extended by considering larger arrays, as those topologies offer
narrower beams and thus enable a more precise electronic
beamsteering.

Subsequently, an asymmetrically extended layout with
My � Mz = 3 � 5 transmit and Ny � Nz = 5 � 3 receive
elements is used as an example (cf. Figure 3b). These asym-
metric arrays were deliberately chosen to show the effects of
electronic beamsteering on the DoA estimate of a given
angular dimension. In the MIMO processing mode, the array
expands to a virtual aperture of 15 � 15 elements, which
provides equal angular resolution in azimuth and elevation.
The electronic beamsteering mode deals with square steering
sets in the transmit domain with 25 steering directions and an
accompanying asymmetrical receive array, which provides by
itself a higher angular resolution in the elevation domain. An
SNR penalty of Ppenalty = 2.2 dB is applied to the electronic
beamsteering receive signal. Looking at the RMSE curves in
Figure 6, in azimuth dimension both array modes deliver
basically similar results (with the exception of Steer‐5◦)—as
with the former layout. The asymmetric layout of the receive
array with a higher number of antenna elements in the y‐di-
rection benefits the elevation domain, which is reflected in a
slight improvement of the RMSE based on the beamsteering
compared to the MIMO mode. In general, all beamsteering
ranges except Steer‐5◦ and Steer‐15◦ are well suited for DoA
estimation, based on the RMSE. The resulting error proba-
bilities are given in Figure 7 and show the impact of asym-
metrically extended arrays on the performance. The electronic
beamsteering can outperform the MIMO mode by up to 20%
for DoA estimation in the elevation domain at an SNR of 15

F I GURE 4 Direction of arrival (DoA) RMSE of a scenario with a
single target. The employed radar system consists of a 2 � 2 transmit and a
2 � 2 receive antenna array.

F I GURE 5 Direction of arrival (DoA) reconstruction error probability
of a scenario with a single target. The employed radar system consists of a
2 � 2 transmit and a 2 � 2 receive antenna array.

F I GURE 6 Direction of arrival (DoA) RMSE of a scenario with a
single target. The employed radar system consists of a 3 � 5 transmit and a
5 � 3 receive antenna array.
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dB, regardless of the chosen beamsteering range. In the azi-
muth domain, the improvement can be further extended when
utilising a narrow electronic beamsteering range of �5°, which
results in a reduction of the error probability by a factor of up
to 5 at an SNR of 15 dB.

6 | DISCUSSION

The Grammian matrix ATA provides information regarding
the coherency of the underlying columns of the sensing matrix
A. The ideal case would result in a perfectly orthogonal sensing
matrix with its Grammian representation given by the identity
matrix. CS relies on the incoherency of individual columns of
the sensing matrix to determine the best approximate atom to
a given underdetermined linear system of equations. This is
usually measured by the mutual coherence which gives the
largest inner product of any two column vectors of the sensing
matrix [45]. Its maximum is reached with a value of one for two
identical columns, and the minimum is defined by the Welch
bound [46]. The Grammian matrix on the other hand paints a
more complete picture of the coherency of each individual
column pair in the sensing matrix. This can constitute a better
numeric tool for estimating the resulting CS performance. For
the presented second array layout with My � Mz = 3 � 5
transmit and Ny � Nz = 5 � 3 receive elements, the Gram-
mian matrix of the sensing matrix for azimuth DoA estimation
is shown in Figure 8, as well as for elevation estimation in
Figure 9.

The simulation results in the previous section have shown
that the electronic beamsteering phased array can improve in
DoA estimation over a MIMO processing scheme regardless
of the antenna array layout. Furthermore, the estimate

improves when the estimation is performed for each angular
domain separately. From the different steering sets illustrated
in Figures 5 and 7, a relation between the improvement in
reconstruction error probability and the chosen angular range
for steering the main lobe of the antenna array becomes
obvious. Correspondingly, a very narrow steering range seems
to be advantageous for DoA estimation with an electronically
steered array. However, the main beam of the array has to be
sufficiently wide to still illuminate targets on the edges of the
FoV. A similar technique is known as sequential lobing in radar
tracking. This effect can be seen in the analysis of the smallest
array in Figure 5, where the quality increases with a narrower
electronic beamsteering range. As expected, this improvement
holds for both angular dimensions of the DoA estimate.

In the second array layout in Figure 7, this statement holds
only for the angular dimension with a larger number of ele-
ments in the transmit domain (given by the azimuth dimension

F I GURE 7 Direction of arrival (DoA) reconstruction error probability
of a scenario with a single target. The employed radar system consists of a
3 � 5 transmit and a 5 � 3 receive antenna array.

F I GURE 8 Normalised absolute Grammian matrices of the azimuth
sensing matrix of the second exemplary radar system which consists of a
3 � 5 transmit and a 5 � 3 receive antenna array. The electronic
beamsteering is performed in different sets with L = 25 discrete steering
directions uniformly distributed in azimuth and elevation.

F I GURE 9 Normalised absolute Grammian matrix of the elevation
sensing matrix of the second exemplary radar system which consists of a
3 � 5 transmit and a 5 � 3 receive antenna array. The electronic
beamsteering is performed in different sets with L = 25 discrete steering
directions uniformly distributed in azimuth and elevation.
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with Mz = 5). In this asymmetric case, the rectangular array
affects the shape of the main lobe of the electronic beamst-
eering mode in the transmit domain. The rectangular receive
array (rotated by 90°) leads to an improved angular resolution
in the elevation domain compared to the azimuth domain. The
simulation results show the effects of such an arrangement,
since the receiving array is unable to reliably estimate the azi-
muth DoA for most ranges of electronic beamsteering. This is
due to its coarser angular resolution. Improvement can be
achieved for narrower beamsteering ranges. It only significantly
outperforms the MIMO mode performance at a very narrow
steering of Smax = 5°. From an antenna design perspective,
these simulation results suggest optimising the electronic
beamsteering based on both the layout of the transmit and
receive arrays. Thus, narrower beamsteering in the area where
the receive array provides the lower resolution appears ad-
vantageous. Additionally, a sharper main lobe of the transmit
array (in the dimension with more antenna elements) may be
steered in a broader steering range to illuminate the whole FoV.

Compared to the one‐dimensional beamsteering presented
in ref. [14], which leads to gains of about 3 dB compared to
MIMO processing, a two‐dimensional implementation pro-
vides significantly improved gains on the order of 10 dB for a
single angular dimension. The RMSE curves of the simulations
in Figures 4 and 6 show no significant improvement in mean
angular resolution by electronic beamsteering compared to
MIMO processing, with both processing methods remaining at
the same level. However, comparing RMSE with the corre-
sponding reconstruction error probability in Figures 5 and 7
shows that electronic beamsteering indeed leads to an
improvement.

Considering these results from the perspective of the
Grammian matrices shown in Figures 8 and 9, it seems
desirable to construct the sensing matrix in such a way that the
FoV is completely filled. The goal here is to avoid reoccurrence
of the secondary maxima within the FoV. These can be rec-
ognised by new, broader maxima in the upper and lower re-
gions next to the main diagonal. These have similar values as
the main maxima on the main diagonal of the Grammian
matrix.

This loose optimisation criterion would be described by a
combination of the main lobe width and the steering set. In the
presented case, the most promising beamsteering range for the
elevation estimate should be between 25° and 15°, as can be
seen in Figure 7 and in the changes between Figures 9c and d.
Between these two beamsteering sets, new lobes begin to form
on the outer diagonals of the Grammian matrix. In MIMO
mode, the resulting virtual aperture is of square shape and thus
presents equal DoA estimation resolutions in azimuth and
elevation. This behaviour is clearly visible when comparing the
dashed lines in Figure 7.

A strength of our considered design is that we employ a
general antenna array topology, which allows for both con-
ventional MIMO radar/virtual aperture processing and
transmitter‐sided beamsteering. Note that the beamsteering
mode usually requires a larger number of time slots for a single
DoA estimation than the MIMO mode. Correspondingly, in

highly dynamic target scenarios, it might still be useful to
switch to the MIMO mode (at the expense of an inferior
reconstruction error performance). A common array topology
therefore allows for a seamless switching between both modes,
in order to adapt the system to varying UAM requirements.

7 | CONCLUSION

UAM scenarios are highly dynamic and require fast and reliable
information about the environment of an UAV for situational
awareness. This paper introduced a framework for processing
electronically steered radar data in terms of CS theory in order
to provide accurate DoA estimation results with moderate
receiver processing. In particular, a general antenna array to-
pology was employed, which either allows for conventional
MIMO radar/virtual aperture processing or transmitter‐sided
beamsteering. The simulative study has shown that the elec-
tronically steered MIMO array is capable to outperform the
conventional MIMO mode DoA estimation performance
when the electronic beamsteering set is chosen appropriately
based on the intended angular domain and the underlying
antenna array layout. From a radar array design perspective, the
presented arrays have been chosen rather conservatively as
URAs. When using electronic beamsteering, optimisation must
be based on the respective merits of each antenna array:
Narrow beamsteering can be used in the angular dimension
where the transmit array can provide good angular resolution
(e.g. where the larger number of antenna elements are placed)
and the receive array has fewer elements and thus provides
coarser angular resolution. At the same time, a beamsteering
mode optimised on the Grammian representation of the
sensing matrix can be employed in the angular domain where
the receiving array provides the larger number of antenna el-
ements and thus higher resolution. It can be concluded that the
percentage of correct reconstructions is significantly higher for
the electronic beamsteering mode than for the conventional
orthogonal signal‐based MIMO mode. While incorrect DoA
reconstructions of either mode do not have significant impact
on the resulting RMSE performance (both modes offer a
comparable RMSE performance), our numerical results have
shown that the reconstruction error probability can be
significantly reduced by means of the electronic beamsteering
mode without sacrificing RMSE performance—which is
important, as both metrics are relevant.

Besides the improvement of the estimation via separated
processing in azimuth and elevation, the numerical simulations
suggest a key factor for improved estimation performance in
the selection of beamsteering directions. In this study, a variety
of different beamsteering sets has been investigated, influenced
by the overall steering range in azimuth or elevation.

So far, our proposed beamsteering schemes employ only a
single beam direction at a time. Yet, by superimposing weight
vectors, multiple simultaneous beam directions would also be
feasible, which potentially offers further advantages. Corre-
sponding extensions of our beamsteering schemes are thus an
interesting direction for future work.
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