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Flugzeugdesigns und -technologien einfach bewertet und verglichen werden können. 
Dafür fasst die Metrik die zeitlich veränderlichen CO2 und nicht-CO2 Emissionen in eine 
aussagekräftige Größe für eine gesamte Flugzeugflotte zusammen, wobei die 
höhenabhängigen Einflüsse der NOx Emissionen und der durch den Flugverkehr 
verursachten Bewölkung berücksichtigt werden. Außerdem wurde die Metrik 
weiterentwickelt, damit sie auf einen Flugplan basiert werden kann, indem jede einzelne 
Flugzeugtrajektorie auf der Großkreisdistanz abgebildet und berechnet werden kann. 
Letztendlich können auch die Klimaauswirkungen von herkömmlichem Jet A-1 Kerosin mit 
denen von nachhaltigen Flugkraftstoffen basierend auf einer vereinfachten Flotten-
zusammensetzung und Flugnetzstruktur verglichen werden. 
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Abstract 

This thesis presents an approach to assess and compare the climate impacts of different 
aircraft design and technology options. For this purpose, the metric condenses the time-
varying CO2 and non-CO2 effects into a single meaningful quantity for an entire fleet of 
aircraft, considering the altitude-varying forcings by NOx emissions and by aviation 
induced cloudiness. Moreover, this metric has been enhanced by basing it onto a flight 
schedule by implementing a method of mapping and calculating the trajectory of any 
individual aircraft mission on a great circle path. Lastly, the climate impact of conventional 
Jet A-1 fuel, a drop-in fuel blend and a 100% Sustainable Aviation Fuel was analysed and 
assessed based on a simplified global fleet composition and flight network structure. 
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1 Introduction 
Flying has become indispensable in today’s world, and with it emissions from air travel. These 
emissions from aviation alter the composition of the atmosphere and therefore drive climate 
change and ozone depletion, which could also lead to an increased ocean temperature, rising 
sea levels and melting snow and ice (IPCC, 2007).   

The aviation sector has grown rapidly in the last decades, from 1960 to 2018. For example, the 
revenue passenger kilometers increased from 109 to 8269 billion km per year and carbon dioxide 
(CO2) emissions increased by a factor of 6.8 (Lee, et al., 2020). Thereby, the growth rate for 2013 
to 2018 is significantly higher at 44 Tg CO2 per year, which is equal to a growth rate of 5% per 
year. In comparison, the average growth rate for the period 1960 to 2018 was 15 Tg CO2 per year 
with an annually averaged growth rate of 2,2% per year between 1970 and 2012 (Lee, et al., 
2020). Therefore, approximately 50% of the CO2 emissions were emitted in the last 20 years and 
in 2018 the global aviation CO2 emissions exceeded 1000 million tons per year for the first time. 
This highlights the growing concern about the environmental impact of aircraft, and the effects 
are becoming more apparent and also increasingly threatening to social life and well-being. 

Not only CO2 emissions are warming the atmosphere, but also non-CO2 emissions such as 
nitrogen oxides (NOx), water vapor (H2O), sulfur oxides (SOx), soot, and the effects of altered 
cloudiness are responsible for climate change. Total aviation emissions are currently projected to 
warm the climate three times as much as aviation CO2 emissions alone, with contrail-cirrus and 
NOx driven changes being the largest positive climate forcing next to CO2. In 2005, it was 
estimated that the sum of aviation CO2 and non-CO2 effects represented approximately 5% of the 
total anthropogenic forcing. Furthermore, aviation radiative forcing is expected to increase by a 
factor of three to four between 2000 and 2050. (Grewe, et al., 2009) 

As fuel consumptions and aviation emissions have grown at a lesser rate than the revenue 
passenger kilometers, which are a measure of transport work, aircraft efficiency has increased 
due to technological changes, larger aircraft sizes, and increased passenger load factor (Lee, et 
al., 2009). However, these changes will not be sufficient to bring the climate impact in line with 
the Paris climate targets (ICAO, et al., 2018). 

Hence, the aircraft emissions need to be further reduced and metrics are needed to easily assess 
the impacts of different design and technology options. Therefore, in this thesis an aircraft climate 
assessment tool for conceptual aircraft design is programmed that expresses the climate impacts 
in one value. The process from aircraft emissions to climate impacts generally consist of three 
parts: the Emission Modelling, the Climate Impact Modelling, and the Climate Change Metric. For 
each part, there are many models of varying complexity, quality, and computational effort. 
However, for aircraft design studies computationally efficient methods are needed. In a PhD by 
Dallara (Dallara, 2011) it was investigated which models are best suited for this purpose, and the 
programmed tool will be based on the formulas used therein. Thereby, the time-varying short- 
and long-term CO2 and non-CO2 effects are condensed into a single, meaningful quantity for a 
fleet of a particular aircraft. The altitude varying-forcings by NOx emissions and aviation induced 
cloudiness are also considered.   
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As it will be explained in chapter 3.2, the metric developed by Dallara is based only on one typical 
mission, which is flown a specific number of times per year. To calculate the impacts on more 
realistic data, this metric needs to be enhanced so that the impacts of any aircraft trajectory can 
be calculated. This way, the metric can be based on a flight schedule and the climate impacts of 
different aircraft types can be assessed based on their typical routes. 

There are also other possibilities to reduce the impact of the greenhouse gas emissions on the 
global climate. A promising short-term option introduced to address the aviation’s environmental 
challenges are Sustainable Aviation Fuels (SAF), which are renewable biofuels. SAFs use the 
same fuel distribution network and the same aircraft engines already in use, as they can be 
blended with conventional kerosene. Since SAFs reduce CO2 and soot emissions in particular, 
they offer a good opportunity to further limit the climate impacts (ICAO, et al., 2018). The effects 
of SAFs will be integrated in the tool so that the climate impacts of Jet A-1 fuel and SAFs can be 
easily compared. 

This thesis first provides theoretical background information on aircraft emissions and their impact 
on climate, some general modelling approaches for emission modelling, climate impact modelling 
and climate change metric, and the different fuel types, Jet A-1 and SAF. Afterwards, the aircraft 
climate assessment tool is explained, which is based on the methodology developed by Dallara 
(Dallara, 2011). It condenses CO2 and non-CO2 effects into one quantity, taking into account the 
altitude dependency of NOx emissions and aviation induced cloudiness. In a next step this metric 
is enhanced so that it can be based on a flight schedule and the necessary modifications for the 
different fuel types are implemented. The calculation of climate impacts requires some external 
input files, a global flight schedule on which the climate assessment tool can be based, and 
different aircraft types with their calculated trajectories, which are explained in the next chapter. 
Finally, the results of the interpolations needed to base the tool on a flight schedule and the results 
of the climate assessment tool are shown and the climate impact of Jet A-1 fuel and SAF are 
compared. 
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and soot each alter the concentration of greenhouse gases and particles. How each of these 
products affect the climate is presented in the next sections (see chapter 2.1.1 to 2.1.6). Altering 
the concentration of the greenhouse gases and particles changes the balance between incoming 
solar and outgoing infrared radiation, resulting in Radiative Forcing (RF). This RF influences many 
climate properties such as changes in temperature, sea level, ice or snow cover, precipitation, 
and extreme weather events (Lee, et al., 2009). These climate changes then affect many 
systems including the agriculture and forestry, ecosystems, energy production and consumption, 
social effects and the availability of food, water, and energy (Lee, et al., 2009). Eventually, these 
climate impacts can be translated into damages to societal welfare and costs. 

To limit these impacts and damages due to climate change, the environmental impacts of aircraft 
must be reduced. To do this, the impacts of each direct emissions must be known and a 
framework for quantifying and comparing the climate performance of future aircraft configurations 
must be developed. 

 

2.1.1 Carbon Dioxide (CO2) 

Carbon dioxide is a greenhouse gas, an unavoidable end product of the hydrocarbon fuel 
combustion process, and its behavior in the atmosphere is well understood. Thus, CO2 directly 
affects the climate change, and the impact simply depends on its atmospheric concentration. CO2 
molecules absorb infrared radiation emitted from the earth's surface and lower atmosphere, so 
an increase in CO2 concentration leads to warming and increased surface temperatures. ((IPCC), 
1999) 

CO2 has a long residence time in the atmosphere. Following a pulse of CO2 emissions, 
approximately 50% of the emissions remain in the atmosphere after 30 years and 30% after 200 
years, according to a model from IPCC (IPCC, 2007)(Dallara, 2011). Because of its long 
residence time, it is well mixed throughout the atmosphere. Therefore, CO2 emissions from 
aircraft are indistinguishable from the same quantity of CO2 emitted from other sources, and the 
impact on climate is the same ((IPCC), 1999). 

 

2.1.2 Nitrogen Oxides (NOx) 

Nitrogen oxide refers to nitrogen monoxide (NO) and nitrogen dioxide (NO2). They form in the 
primary zone of a gas turbine combustor, where the gas temperatures are highest, and are 
therefore also an end product of the combustion process (Heywood, et al., 1973). NOx emissions 
indirectly affect the climate change through chemical reactions in the atmosphere that alter the 
concentration of the greenhouse gases ozone (O3) and methane (CH4) (Dallara, 2011). If the 
concentration of either of these greenhouse gases increases, the RF is positive and vice versa. 
Therefore, the RF caused by NOx emissions is composed of three components: First, the 
production of tropospheric O3, which causes a warming effect; second, the longer-term reduction 
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in ambient CH4, which causes a cooling effect; and third, the longer-term small decrease in O3, 
which also causes a cooling effect (Lee, et al., 2009). 

The tropospheric ozone produced has an atmospheric lifetime of several weeks, and the 
production rate depends in particular on location and altitude. The production rate of NOx 
emissions to O3 is most effective in the mid-latitude upper troposphere and lower stratosphere. 
At higher altitudes, in the stratosphere, NOx emissions transition from net O3 production to O3 
destruction. This is thought to occur at an altitude of about 16 km or 52000 feet. Because of the 
short atmospheric lifetime, short-term ozone production is concentrated near flight routes. The 
longer-term destruction of CH4 and the longer-term decrease of O3 are well mixed throughout the 
atmosphere due to their long atmospheric lifetimes. (Dallara, 2011) 

It should be noted that NOx emissions also affect climate through the formation of particular 
nitrate, but since the resulting negative RF is highly uncertain, it is not considered in this thesis 
(Dallara, 2011). 

 

2.1.3 Water Vapor (H2O) 

As with carbon dioxide, water vapor is an end product of the hydrocarbon fuel combustion process 
and a greenhouse gas. An increase in the concentration of H2O leads to warming of the earth’s 
surface and thus to increased surface temperatures. However, the direct effect of H2O is small 
compared to other aircraft emissions such as CO2 or NOx. This is because H2O has a short 
atmospheric lifetime of only one to two weeks in the troposphere ((IPCC), 1999). In the 
stratosphere, H2O has a longer lifetime, ranging from months to years, and can build up to larger 
concentrations, which can therefore have a greater impact on climate. Water vapor also plays a 
role in the formation of aerosol particles and clouds, as it will be discussed in chapter 2.1.6. 

 

2.1.4 Sulfur Oxides (SOx) 

Sulfur oxides refer to SO2, sulfur trioxide (SO3) and sulfuric acid (H2SO4) and are formed through 
oxidation processes of the sulfur contained in the fuel in the combustor and engine (Dallara, 
2011). Also, liquid particles are formed by homogenous nucleation and are growing in size due 
to coagulation and condensation processes. These processes lead to an increased sulfate 
aerosol number, which scatter incoming solar radiation and absorb very little outgoing infrared 
radiation, resulting in a cooling impact (Dallara, 2011). Because of the short residence times of 
SOx of up to four days, the increase in sulfate aerosol number is concentrated only near flight 
routes, and the direct impact of SOx emissions is small. Nevertheless, they also play a role in the 
formation of contrails and cirrus clouds.  
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2.1.5 Soot 

Carbon soot particles form in combustor of turbine engines, with emission rates depending on 
operating conditions and combustor design, but generally increasing with throttle setting 
(Dopelheuer, et al., 1998). Soot absorbs solar radiation and causes a warming effect. Because 
of its short atmospheric lifetime of about one week, its direct impact on climate is small, as with 
water vapor and sulfur oxides, but it also plays a role in the formation of contrail and cirrus clouds. 

 

2.1.6 Aviation Induced Cloudiness (AIC) 

As already discussed, water vapor, sulfur oxides, and soot have small direct climate impacts 
mainly because of their short residence times, but they play a role in the formation of contrail and 
cirrus clouds, collectively referred to as Aviation Induced Cloudiness (AIC). AIC includes the 
formation of linear contrails, aged contrail-cirrus clouds, and soot-cirrus clouds. These clouds trap 
the outgoing longwave radiation emitted by the earth and atmosphere, causing a warming effect 
that is partially compensated by their reflection of incoming solar radiation, resulting in a cooling 
effect (Stuber, et al., 2006). On average, the longwave, warming effect predominates, so the net 
RF is expected to be positive, leading to a temperature increase. However, quantifying RF for 
contrail-cirrus and soot-cirrus clouds is subject to large uncertainties because cirrus modelling 
and prediction are in their beginning stages and are difficult to define. There are also large 
uncertainties in estimating the RF of contrails that depend on models of contrail coverage and 
optical depth, which are not as accurate and need to be revised as more knowledge about contrail 
RF is gained (Dallara, 2011). 

Contrails form when hot and humid exhaust gases mix with cold, dry ambient air. This increases 
the relative humidity (RH) and possibly leads to water saturation if the ambient air is below a 
critical temperature Tc, which is given by the Schmidt-Appleman criterion and depends on 
ambient pressure, humidity and temperature as well as engine-dependent parameters. If the 
ambient air is dry (RH below saturation over an ice surface), the ice particles that form in the 
contrail evoporate, the contrails are short-lived, and dissappear after seconds to minutes. 
However, if the ambient humidity is higher than the saturation humidity over ice surfaces, the air 
masses become ice-supersaturated, and the ice particles in the contrails grow by depositing water 
vapor molecules from the ambient air, resulting in contrails that persist as long as the ambient air 
in which the contrail forms remains ice-supersaturated (often several hours). (Schumann, 2005)  

But the RF of contrails also changes, among others, with season and time. A study by Stuber et 
al. (Stuber, et al., 2006) revealed that night-time flights (between 18:00 and 06:00 GMT) are 
responsible for most of the daily RF: Although they account for only 25% of the air traffic, they 
contribute to 60 to 80% of the net RF. In addition, contrails are twice as likely to form in the winter 
months as in the summer months and contribute 50% of the annual mean RF, even though winter 
air traffic accounts for only 22% of air traffic (Stuber, et al., 2006). The AIC RF also shows a 
dependence on altitude. Most contrails occur at an altitude of about 10 km, which is also where 
most of the air traffic occurs, but there is also a seasonal shift in coverage to lower altitudes in the 
winter months (Radel, et al., 2008). 
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2.2.1 Emissions Modelling 

In order to determine the climate impact, aircraft emissions must be modelled over the entire flight 
mission. This can be done by different models with varying complexity. For the conceptual aircraft 
design, computationally efficient methods are needed, which is why the Fuel Proportional 
Emissions approach, the NOx P3-T3 methods and the Fuel Flow Correlation Methods are 
presented below. 

 

Fuel Proportional Emissions: 

The Fuel Proportional Emissions can be calculated very easily, as the total emissions are simply 
proportional to fuel consumption. The more fuel is consumed, the higher the total emissions. Of 
the direct emissions presented in chapter 2.1, the emissions of the species CO2, H2O and SOx 
are proportional to the fuel consumption. The mass of the different species released per fuel 
burned is determined based on the composition of the fuel. The emission rates are described by 
the emission indices (EIs), which are constant between different designs and under all operating 
conditions. (Dallara, 2011) 

 

NOx P3-T3 Method: 

Unlike the EI of CO2, H2O, and SOx, the EI of NOx varies and depends on engine design 
characteristics and operating conditions such as throttle setting, flight speed, and altitude. Since 
the formation of NOx depends on transient physical processes and non-equilibrium chemical 
reactions, analytical modelling is difficult. Therefore, empirical methods have been developed that 
simplify emission rates and are based on experimental data (Dallara, 2011). Studies by Lefebvre 
have shown that the following variables are proportional to EI and therefore have the greatest 
impact on the NOx emissions: The mean residence time in the combustor zone, which depends 
on combustor length and flow velocity; chemical reaction rates, which depend on combustor 
temperature and pressure; and mixing rates, which depend on the pressure drop through the 
combustor (Lefebvre, 1984). 

For a fixed combustor design, the EI can be made dependent only on the combustor inlet 
temperature and pressure, which are referred as P3-T3 models. The values of the constants for 
the combustor design are determined by regression analysis of emissions data or by full-scale 
engine test (Dallara, 2011). They are valid only for that combustor design and lose accuracy when 
applied more generally. Therefore, various P3-T3 models for different combustor designs exist. 

 

Fuel Flow Correlation Methods: 

In order to apply the P3-T3 methods just explained, proprietary information or accurate engine 
designs are required, as they rely on knowledge of inlet temperature and pressure. However, 
since this information might not always be available, simpler methods have been developed, such 
as the fuel flow correlation methods. The most commonly used methods are those developed by 
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Boeing (DuBois, et al., 2006) and the German Aerospace Center (DLR) (Deidewig, et al., 1996). 
For the calculation of the NOx engine emissions, these methods rely on the following input data: 
The actual engine fuel flow, the thrust-dependent reference EIs, the fuel flows for sea-level static 
conditions found in the ICAO engine emission databank, the actual ambient conditions including 
temperature and pressure, and the flight speed (Schaefer, et al., 2013). Therefore, no internal 
engine parameters are required since these methods are based on the assumption that in-flight 
EIs can be transferred to EIs at reference sea-level static conditions and vice versa. For the 
calculation of the EIs, the in-flight fuel flow must first be reduced to the reference conditions, and 
then the reference EI is calculated based on the reference fuel flow. In the last step, the calculated 
reference EI is transferred back to the actual in-flight EI (Schaefer, et al., 2013). Both, the DLR 
and Boeing fuel flow correlation methods are based on the same principle just mentioned but 
differ in the input parameters required: The Boeing method needs ambient air pressure and Mach 
number as input, the DLR method requires total pressure and temperature. However, the simpler 
method is also associated with less accuracy. The Boeing and DLR methods are expected to 
predict the NOx emissions during cruise flight with an average accuracy of +/- 10% ((IPCC), 1999). 

Fuel flow correlation methods for cruise soot EI are also available but calculating soot emissions 
is more difficult because reference data for soot EI are not available from the ICAO database 
(Schaefer, et al., 2013). Therefore, since the soot climate impacts are small compared to the other 
species’ impacts, soot EI is usually assumed to be constant across all operating conditions. 

 

2.2.2 Climate Impact Modelling 

After the emission modelling is implemented, the next step is to model the climate impact. Again, 
there are many different models for predicting climate impacts, varying in complexity, quality, and 
computational effort. Three different types of models, Global Climate Models (GCMs), Integrated 
Assessment Models (IAMs), and Linear Temperature Response Models (LTRs), and their 
respective characteristics are presented below.  

 

Global Climate Models:  

The GCMs are complex mathematical representations of the major components of the climate 
system, such as the atmosphere, land surface, ocean, sea ice, and their interactions. These 
models predict the impact of anthropogenic emissions on climate and several models with various 
complexities have been developed (GFDL). The simplest version of the GCMs is called Simple 
Climate Models (SCMs). They represent the ocean-atmosphere system as a set of global or 
hemispheric boxes and predict global surface temperature with energy balance equations, a 
specified value of climate sensitivity, and a basic representation of ocean heat uptake (IPCC, 
2007). More complex GCMs are the Earth System Models of Intermediate Complexity (EMICs). 
They include some dynamics of atmospheric and oceanic circulations and can include models of 
biochemical cycles. However, they often have a lower spatial resolution (IPCC, 2007). The most 
complex models are the Atmosphere – Ocean General Circulation Models (AOGCMs). They 
include dynamical processes that describe atmospheric, oceanic, and land surface processes, as 
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well as sea, ice, and other components. Over 20 models from different centers were applied for 
climate simulations in the fourth IPCC assessment report. The models have improved 
considerably in recent decades, and the models are believed to provide reliable estimates of 
future climate change (IPCC, 2007). However, GCMs are very complex and computationally 
intensive, requiring a computational time of weeks or months on a high-performance computer 
(Lim, et al., 2006).  

 

Integrated Assessment Models:  

Due to the high complexity of the GCMs, simplified climate response models have been 
developed, which reflect the main characteristic responses of the GCMs. One of these simplified 
models are the IAMs. IAMs combine climate processes, economic growth, and feedbacks 
between climate and the global economy into a single modelling framework. However, they are 
based on less detailed representations of the underlying climatic and economic systems. The 
most commonly used IAMs are the FUND (Framework for Uncertainty, Negotiation and 
Distribution) (Tol, 2006), DICE (Dynamic Integrated Model of Climate and Economy) (Nordhaus, 
1992), and PAGE (Policy Analysis of the Greenhouse Effect) (Hope, et al., 1993) models. They 
convert the emissions into changes in greenhouse gas concentrations in the atmosphere, 
changes in temperature, and ultimately into economic damages. Converting economic damages 
over time into a single value requires judgement about how to discount them, and each of the 
models mentioned calculates slightly differently how emissions lead to economic damages. To 
translate climate changes into net economic losses, damage functions are used. These functions 
are based on the best judgement of IAM modellers, but these representations are incomplete and 
highly uncertain. IAMs are used primarily for climate change policy decisions. (United States 
Government, 2010) 

 

Linear Temperature Response Models: 

LTR models are simplified representations of the climate system and are based on the results of 
the GCMs. Unlike GCMs, the RF or temperature change is not calculated on a time-varying three-
dimensional grid, but as globally and annually averaged values (Dallara, 2011). Linearized 
response functions based on carbon cycles and climate models have been developed in several 
research studies. For example, Sausen et al. (Sausen, et al., 2000) developed a linear model 
based on the response functions formulated by Hasselmann et al. (Hasselmann, et al., 1997) to 
analyze the impacts of CO2 and NOx emissions. One of the most recent LTR models is the DLR’s 
in-house software AirClim, developed by Grewe et al. (Grewe, et al., 2008), which calculates the 
impacts for four latitude regions and six pressure (altitude) levels (Wuebbles, et al., 2009). On the 
one hand, the LTR models are less accurate than the GCM. In addition, the choice of the model 
needs to be further evaluated because the simplified models can only be as good as the scientific 
models on which they are based, and therefore the LTR models need to be updated as newer 
versions of the carbon cycle and climate models are developed. On the other hand, LTR models 
have the major advantage that they significantly reduce the complexity and computational costs 
of determining the climate impacts of aviation and are therefore a useful tool for conceptual design 
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optimization studies where many emission scenarios must be considered (Wuebbles, et al., 
2009). They are also transparent and have the flexibility to incorporate new knowledge.  

 

2.2.3 Climate Change Metric 

Once the climate impacts have been modelled, a method is needed to quantify these impacts 
from climate change. Several different metrics have been developed for this purpose, of which 
five common ones are identified: Mass of Emissions, Radiative Forcing, Global Warming Potential 
(GWP), Global Temperature Potential (GTP) and Average Temperature Response (ATR) are 
described below.  

 

Mass of Emissions:  

The metric mass of emissions quantifies the climate impacts by calculating the total mass of each 
emission. This metric is mostly used for CO2 because its impacts are well understood, it has a 
long atmospheric lifetime, and total masses can be quickly compared. However, for many different 
types of species with different lifetimes and intensities, this metric is not useful. (Dallara, 2011) 

 

Radiative Forcing:  

The RF quantifies the change in net irradiance at the tropopause due to an alteration in 
atmospheric concentration of the greenhouse gases or particles. Therefore, it does not directly 
measure the change in climate behavior but quantifies the change in energy that leads to changes 
in climate properties (Dallara, 2011). RF is usually a snapshot at a particular point in time, but an 
integral of RF over a period of time or its mean value can also be used (IPCC, 2009). The RF 
could also be linearly related to the change in global equilibrium mean surface temperature under 
certain circumstances.  

The advantages of RF are that it requires little additional information and is well suited for 
comparing the effects of different radiation sources. Nevertheless, more attention needs to be 
paid to the use of RF in the evaluation of sustainable agents and to the development of individual 
or cumulative systems for RF. (IPCC, 2009) 

 

Global Warming Potential:  

The GWP compares the integrated RF of a pulse emission of radiatively active species or its 
precursors for a specific time horizon and is therefore based on the concept of RF (Fuglestvedt, 
et al., 2003). It is a relative measure and defined as the time integrated commitment to climate 
RF from the instantaneous release of a fixed amount of a trace gas expressed relative to the 
same fixed amount of the reference gas CO2 (EPA, 2020). The larger the GWP, the more a given 
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gas warms the earth relative to CO2 over a given time period. Various time horizons can be used, 
but the most common is 100 years, as this is the time frame specified in the Kyoto Protocol (EPA, 
2020). 

A negative aspect of the GWP is that it may not be properly understood as an integrated RF over 
a chosen time horizon, as the name may lead to the conclusion that it expresses equivalence in 
terms of the contribution of different gases to temperature increase. In addition, because of the 
different lifetimes of greenhouse gases, it does not give a clear indication of the effect of pulse 
emissions on temperature. Although a strong greenhouse gas with a short lifetime could have the 
same GWP as a weaker greenhouse gas with a longer lifetime, identical (in mass terms) pulse 
emissions from the two gases at a given time could cause a different temperature change. 
Moreover, the GWP is not often applied to the climate impact of very short-lived greenhouse 
gases due to the inhomogeneous concentration changes. Nevertheless, it is widely used, mainly 
because of the simplicity of its definition, the small number of input parameters required, and the 
relative ease of calculation. (Shine, et al., 2005) 

 

Global Temperature Potential:  

The GTP is the ratio of changes in global mean temperature resulting from emissions of CO2 and 
other species of the same mass at a given time t (Shine, et al., 2005). Therefore, the GTP is an 
extension of the GWP, as the GTP explicitly represents the impact of an emission change on 
temperature. However, unlike the GWP, which integrates the RF along a time path, the GTP 
focuses on a specific point in time and indicates the temperature effect at that point in time relative 
to CO2 (IPCC, 2009). There are two different types of GTPs: the GTPP is based on the 
temperature effect of pulse emissions and the GTPs on the effect of persistent emission changes. 

The drawbacks of the GTP are that the simple analytical expressions derived for the GTPP 
perform poorly compared to an energy balance model and are therefore not suitable for policy 
consideration, but rather for comparing the temperature impact of pulse emissions. It could also 
be calculated with any other more detailed climate model. However, the results are strongly 
influenced by specific model assumptions and uncertainties. The advantages of the GTP are 
similar to those of the GWP, such as the transparent formulation and the reliance on relatively 
few parameters and required inputs. However, the GTP has the further advantage of representing 
an actual climate impact. Furthermore, the climate impact of short-lived greenhouse gases could 
also be studied, but since the GTP for such gases would be very small for any time horizon beyond 
a year, this is often not considered. (Shine, et al., 2005) 

 

Average Temperature Response:  

The ATR is based on temperature change and therefore indicates a change in climate behavior 
directly, but also with more uncertainty. To calculate the ATR, the time-varying global mean 
temperature change caused by H years of continuous operation and subsequent zero emissions 
is first calculated. For the parameter H typical lifetime values of aircraft, about 25 to 35 years, 
should be used. This temperature change is then weighted, integrated, and divided by H to obtain 
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an average temperature response. Weighting functions can include integration windows, which 
only consider impacts within a specified time frame, and discounted metrics, which weight future 
impacts with an exponentially decaying function. The purpose of the ATR metric is to quantify, for 
a given aircraft, the climate impacts that result from emissions during operation, as well as the 
climate impacts that result from perturbations that remain in the earth-atmosphere system after 
the aircraft’s operating lifetime has ended (Dallara, 2011). 

 

2.2.4 Desired Metric Properties 

Before a metric can be selected, the desired properties of the metric must be determined. Some 
of these properties are explained below for the climate assessment for conceptual aircraft design. 

The first question is what quantity, mass of emissions, RF, or temperature change, should be 
measured. The mass of emissions is often not useful because it is usually used for CO2 emissions 
and there is a wide variety of species with different lifetimes and impacts. Therefore, the same 
mass of, for example, CO2 and NOx emissions, will have different impacts on climate. RF does 
not directly measure the change in climate behavior as does the temperature change, so the 
temperature change is often more relevant than the RF. However, the greater relevance of the 
temperature change is also accompanied by greater scientific uncertainty compared to RF. It is 
also important to consider that RF is mostly a snapshot at a single point in time and time-
integrated metrics are rarely used. However, both RF and temperature change could be used as 
measured quantity. 

Second, the emission case must be considered. Different time horizons can be used for the GWP, 
with 100 years being the most commonly used. But there is a difference between the sustained 
100 years GWP, where the GWP is calculated assuming emissions for 100 years, and the pulse 
100 years GWP, where the GWP is calculated assuming emissions for only one year and zero 
emissions thereafter. However, for comparing different aircraft designs and technology options, it 
may be more favorable to compute climate impacts using an emission case that is representative 
of the likely operation of the aircraft (Dallara, 2011). Since the operational lifetime of aircraft 
typically varies between 25 and 35 years, a suitable emission case might be 30 years of 
continuous operation, resulting in constant emissions, and zero emissions after the aircraft is 
retired from service. 

The metrics can either be a snapshot at a point in time, as is mostly the case with RF and GTP, 
or an integrated impact, such as GWP. Snapshot metrics can be practically used to quantify, for 
instance, a climate target or the climate impacts at the end of an aircraft’s operational lifetime. 
However, in comparative studies, snapshot metrics are very sensitive to timing. Integrated 
impacts metrics are less sensitive to timing and lifetime as they quantify mean impacts over an 
integration period. Therefore, lifetime-averaged metrics are preferred for comparing aircraft 
designs because components of RF and temperature vary annually. (Dallara, 2011) 

The next aspect to consider is temporal weighting, where the relative importance of short-lived 
and long-lived impacts can be altered. Weighting factors and integration windows are mostly 
used. Weighting factors specify the relative importance of present and future impacts. Integration 
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windows also influence the importance between the two by setting a maximum time horizon for 
the inclusion of impacts. A weighting function can be used to combine the two aspects of 
weighting factors and integration windows, and it can be useful for the user to be able to specify 
which impacts he wants to focus on. (Dallara, 2011) 

 

2.3 Great Circle Distance 

In order to assess the impacts based on a global flight network, the distance between the city 
pairs specified in the flight schedule must be calculated. For this purpose, the great circle distance 
is used. A great circle is defined as the line of intersection of a sphere and a plane through the 
center of the sphere as can be seen on the left side in Figure 3 (Lufthansa Aviation Training, 
2016). For navigational purposes, it is common to refer to a great circle, even if only an arc of that 
great circle is considered. Therefore, the red, solid line on both sides in Figure 3 represents a 
great circle. 

If there are two antipodal locations on the earth, for example the poles, then any desired number 
of great circles can be passed through these two points. However, all other locations can only be 
connected by one great circle, since there is only one plane that passes through both locations 
and the center of the earth. The resulting great circle represents the shortest connection and 
therefore also the shortest flight path between two locations on the earth’s surface. 

 

 

 

2.4 Fuel Types 

The modelling approaches described in section 2.2 also offer the possibility to assess the climate 
impact of different energy carriers. Nowadays, aircraft are mostly powered by liquid aviation fuel 
such as Jet A/A-1, which is mainly produced from fossil fuel sources. However, due to increasing 
annual travel growth, emissions are expected to rise. Therefore, measures need to be taken to 
reduce the impact of aviation emissions on local air quality and to align climate impacts with the 
Paris climate targets (ICAO, et al., 2018). Possibilities to reduce the impact of the greenhouse 
gas emissions on the global climate include ‘zero-emission’ options or switching the energy carrier 
to renewably generated variants. However, the proposed ‘zero-emission’ options such as 

Figure 3: Great circle distance (Lufthansa Aviation Training, 2016) 
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electrification, direct usage of hydrogen (H2), or cryogenic fuels are not relevant options in the 
short-term because they are not yet technically mature, have a limited range, and require new 
energy supply networks (Stephen, et al., 2022). Furthermore, the gas turbines in use today are 
reliable, economically competitive, have a great power-to-weight ratio, and an excellent range 
due to the high energy density of liquids (ICAO, et al., 2018). Also, the current and near-term 
aircraft, which will remain in operation for decades, are designed around aviation kerosene such 
as Jet A/A-1. Regarding those aspects, switching the energy carrier to renewably produced 
variants such as SAF is a promising short-term option. In the following, only the short-term option 
is considered and the commonly used aviation jet fuel and the renewable product variant SAF are 
explained. 

 

2.4.1 Aviation Jet Fuel 

Aviation jet fuel is considered the optimum fuel for most modern aircraft. It consists of light 
petroleum that goes through modern refinery processes such as distillation, hydrotreatment and 
catalytic reforming. After refining, small amounts of additives are added to prevent, for example, 
the formation of deposits in the turbine, electrical charging of the fuel or uncontrolled ignition of 
the fuel. However, the exact composition varies greatly depending on the petroleum source and 
the manufacturing process, so it is not possible to define jet fuel as a ratio of specific 
hydrocarbons. For this reason, jet fuel is defined as a performance specification rather than a 
chemical compound. (Ariyan) 

The most commonly used kerosene-based fuels are Jet A and Jet A-1 fuels. They are essentially 
the same product, with the main difference being the freezing point, which is <-40°C for Jet A and 
<-47°C for Jet A-1, as well as some other minor differences. Jet A-1 Is primarily used around the 
world, while Jet A is only available in the United States and in Canada, although Canada also 
mainly uses Jet A-1. (Arnot, 2019) 

Due to the high consumption of aviation jet fuel, the commercial aviation industry has set strict 
safety and quality standards for this fuel. For example, the volatility, the combustion, the thermal 
stability, the flash and freezing point, the density, the lubricity, the composition, and other 
parameters are strictly defined for Jet A/A-1 fuel (Ariyan). However, due to the huge growth of the 
aviation sector and the expected further growth, the energy demand and the emissions of aviation 
jet fuels are also increasing, so research has shifted from the commonly used jet fuel to renewable 
production options such as SAF.  

 

2.4.2 Sustainable Aviation Fuel (SAF) 

The renewable production variant SAF is produced from a variety of feedstocks and waste and is 
often referred to as ‘next generation biofuels’ or ‘advanced biofuels’. Nevertheless, SAFs are 
different from standard biofuels. The term ‘biofuels’ refers only to fuels produced from biological 
resources, the production of which need not be sustainable and may cause additional 
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wood and forestry residues; waste cooking oil; and plants such as camelina, jatropha, halophytes, 
and algae (ICAO, et al., 2018). There are also non-biological SAFs, such as ‘power-to-liquid’ (PtL) 
or ‘sun-to-liquid’. PtL uses renewable energy to produce green hydrogen through electrolysis, 
which is then synthesized with carbon feedstock in the FT process to produce SAF. In the ‘Sun-
to-liquid’ process concentrated sunlight is used to produce a so-called synthesis gas - a mixture 
of hydrogen and carbon monoxide - from water and CO2 through a thermochemical redox reaction 
(ATAG, 2017). This synthesis gas is then transformed in SAF via the FT process. 
 
The synthesized components may lack certain chemical components required to meet the strict 
quality safety standards for aviation fuel, such as aromatics, or may have other characteristics 
outside the acceptable ranges. Therefore, to date, SAFs may only be used in commercial aviation 
if they are blended up to approved limits (Kramer, et al., 2022). This so called ‘drop-in jet fuel 
blend’ is a substitute for conventional jet fuel that is completely interchangeable and compatible 
with conventional jet fuel. Therefore, it can be handled in the same way as any other aviation fuel 
and no adaptions to the engine fuel system and the fuel distribution network are necessary (ICAO, 
et al., 2018). The blending limit varies between 10% and 50% depending on the process pathway, 
as can be seen in Table 1. Setting a blend limit ensures that the blended fuel is a true drop-in fuel 
and does not require additional infrastructure for its use (BP, 2022). Additional testing and 
evaluation are required before it can be assured that blends with higher blend limits are still drop-
in capable.  
 
Nevertheless, the goal is to achieve 100% utilization of SAF. These fuels must be appropriately 
developed, assessed, and deployed. There are two options that could be considered in short-
term and implemented within the next two years: First, all Jet A/ A-1 fuel properties are replicated 
in a single fuel, or second, the properties are replicated in a blended fuel, and as many synthetic 
blends as necessary could be used to replace the properties of Jet A/A-1. A third option, which 
requires more time, could be to redefine the jet fuel requirements, since not all current Jet A/ A-1 
specifications may be necessary for engine and aircraft performance. Changing, removing, or 
adding requirements could facilitate SAF production. Table 1 also shows the ability of the process 
pathways to be used as 100% drop-in fuel in the future. Here, the green box indicates that it is 
identical to Jet A/ A-1, meaning that it is compatible with the current infrastructure and aircraft 
engines and therefore 100% SAF could be achieved with a single fuel (option 1). The yellow box 
means it is similar, but not identical, to Jet A/ A-1, allowing it to be used in some existing aircraft, 
but would require a modification to existing specifications and infrastructure. The red box signals 
that it is not comparable to Jet A/ A-1 and cannot be used as stand-alone jet fuel in the current 
infrastructure or equipment. However, 100% SAF could be reached if the blend components of, 
for example, the yellow and the red boxes are mixed (option 2). (Kramer, et al., 2022) 
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Process Pathway Qualified 
Today

Blend 
Limit (%)

FT-SPK, Fischer-Tropsch Synthetic Paraffinic Kerosene yes 50

HEFA-SPK, Hydroprocessed Esters and 
Fatty Acids Synthetic Paraffinic Kerosene

yes 50

HFS-SIP, Hydroprocessed Fermented Sugar Synthesized Iso-Paraffins yes 10

FT-SKA, Fisher-Tropsch Synthetic Kerosene with Aromatics yes 50

ATJ-SPK, Alcohol-to-Jet Synthetic Paraffinic Kerosene yes 50 no no

CHJ, Catalytic Hydrothermolysis Jet yes 50

HHC-SPK, Hydroprocessed Hydrocarbon Synthetic Paraffinic Kerosene yes 10

ATJ-SKA, Alcohol-to-Jet Synthetic Kerosene with Aromatics no 50

HEFA-SKA, Hydroprocessed Esters and 
Fatty Acids Synthetic Kerosene with Aromatics

no 50

HDO-SAK, Hydrodeoxygenerated Aromatic Kerosene no 20

CPK-0 Cycloparaffinic Kerosene no 50 yes yes

HFP-HEFA-SPK, High Freeze Point Hydroprocessed Esters 
and Fatty Acids Synthetic Paraffinic Kerosene

no 15-30 no

Sustainable Aviation Fuel
Future 100% 

Drop-In

no

no

no

yes

yes

no

yes

yes

no

Table 1: SAF process pathways, their blending limit, and their ability to be future 100% Drop-In 
(Kramer, et al., 2022) 
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3 Aircraft Climate Assessment for Conceptual 
Aircraft Design 

Since the background information about the effects of aircraft emissions on climate, the general 
modelling approach, the calculation of great circle distances and different fuel types were shown, 
this chapter now deals with the selection of the most appropriate models for aircraft design studies 
and the implementation of the theoretical models in a mathematical environment. 

The following sections, first, provide a general overview of the aircraft design environment. 
Second, the development of the Aircraft Climate Tool (ACT) is shown, a metric that can be used 
to calculate the climate impact of various aircraft emissions, based on Dallara's PhD (Dallara, 
2011). Subsequently, the generation of the Emission Inventory Generation Methodology is 
presented, which allows the trajectories for each specific mission in the flight schedule to be 
interpolated between the existing aircraft trajectories. Finally, it is explained what changes are 
required for the calculation with SAF. 

 

3.1 General Overview of the Design Environment 

The design environment established by DLR is based on the open-source Remote Component 
Environment (RCE) integration framework, which enables to connect and manage standalone 
tools of different disciplines and varying fidelity (Seider, et al., 2012). Therefore, the individual 
tools can be published and distributed remotely between different DLR sites, and they can be 
easily integrated into the design environment. The Common Parametric Aircraft Configuration 
Schema (CPACS) supports the exchange of information and is used for import and export. 
CPACS is a standardized data model for aviation systems, a central data source, and ensures 
consistent data transfer between domains by defining a common language for aircraft design 
(Alder, et al.). As a data model, CPACS organizes the data elements and standardizes how they 
relate to each other.  

A generic design environment can be seen in Figure 5 for the conceptual aircraft design. The 
design environment is divided into Level-0 and Level-1 based on the level of fidelity. To start the 
workflow, at least a minimum set of top-level aircraft requirements, such as design range, cruise 
altitude and payload definition, and design parameters, such as the engines’ location and the 
wing vertical position, must be specified (Wöhler, et al., 2020). With these parameters, the aircraft 
design process begins in the Level-0 segment, where the tool derives an initial design such as 
the geometrical layout, aerodynamics, and mission performance. In the Level-1 section, 
disciplinary tools are used to improve the quality and refine the accuracy of the design studies 
(Wöhler, et al., 2020). When convergence is reached in the Level-1 section, the design is 
complete and post-processing, such as mission and climate impact analysis, can follow. This is 
where the climate assessment tool developed within in this thesis is integrated, as shown by the 
red rectangle in Figure 5.  
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3.2.2 Climate Impact Modelling 

The next step is to compute the climate impact of the calculated annual emissions. This requires 
different models for long-lived gases, short-lived pollutants, and aviation induced cloudiness. But 
before this can be done, the altitude variation must first be considered. A major difference 
between ground-level emission sources and aircraft emissions is that aircraft emissions are 
deposited directly in the upper troposphere and lower stratosphere. Especially the climate impact 
of NOx emissions and AIC vary significantly with emission altitude. To account for this variation, 
altitude-dependent forcing factors, 9+(ℎ), were developed. These are based on normalized data 
from perturbational aircraft emissions studies by Kohler et al. (Kohler, et al., 2008) and Radel et 
al. (Radel, et al., 2008) for NOx RF per emission and AIC RF per distance flown as function of 
altitude (Dallara, 2011). This data is normalized by the distance-weighted average RF per 
emission to define 9+(ℎ). The resulting RF factor data for NOx emissions and AIC can be seen in 
Figure 7.  

 

As shown in Figure 7, the NOx emissions are composed of two components: the short-term 
production of O3, which produces a warming effect (referred to as O3S) and the long-term 
destruction of CH4 and O3, which produces a cooling effect (referred to as O3L) (see chapter 2.1.2). 
Therefore, two different NOx RF functions are defined, one for the short-term and one for the long-
term effect. 

During the development of the altitude-dependent forcing factors shown in Figure 7, some 
assumptions had to be made. The first concerns the AIC. Since many studies consider only the 
impacts of contrails because of the large uncertainties accompanying the impacts of cirrus clouds, 
data on the altitude sensitivity of cloud impacts were published only for contrails (Radel, et al., 
2008). However, contrail-cirrus clouds form from aging contrails and the radiative properties of 
contrail-cirrus are currently estimated to be similar to those of linear contrails. Therefore, the RF 

Figure 7: Radiative forcing factor data for NOx impacts and AIC (Dallara, 2011) 
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factors for contrails are extended to AIC RF, which includes the effects of both contrail and cirrus 
clouds. As can be seen in Figure 7, no data were available for NOx RF per emission below 
17500ft, but even in this range the forcing factor is not zero. Therefore, it is assumed that the data 
for the range below 17500ft is constant and corresponds to h = 17500ft. This assumption has only 
a minor effect on the magnitude of the forcing factor, since the forcing factors at these altitudes 
are comparatively low and only a small portion of distance is flown below this altitude (Dallara, 
2011). Lastly, the direct effects of water vapor also vary with emission altitude (see chapter 2.1.3). 
However, water vapor has a very short lifetime of one to two weeks in the troposphere and lower 
stratosphere, where subsonic aircraft generally fly. Because of the short lifetime, the climate 
impact of water vapor is rather small compared to CO2, NOx, or AIC, and therefore the variation 
of H2O with altitude can be neglected (Dallara, 2011). 

 

3.2.2.1 Radiative Forcing 

RF quantifies the change in net irradiance at the tropopause due to a disturbance, such as aircraft 
emissions. A positive RF causes warming, while a negative RF causes cooling. With the altitude-
dependent forcing factors the time-varying RF as a function of altitude and mass of aircraft 
emissions can be calculated. The different models for long-lived gases, short-lived pollutants and 
AIC are shown below.  

 

Carbon Dioxide (CO2):  

CO2 has a long lifetime and is well mixed within the atmosphere (see chapter 2.1.1), and therefore 
CO2 impacts do not depend on altitude. The IPCC estimates the RF caused by small perturbing 
CO2 emissions using equations (3.4) and (3.5), which assume a constant CO2 background 
concentration of 378 parts per million by volume (ppmv) ((IPCC), 1999): 
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52A!(;) represents the decay of RF caused by a pulse emission of CO2; thus, the bracketed part 
in equation (3.5) describes the fraction of CO2 emitted at t = 0 that remains in the atmosphere at 
time t (Dallara, 2011). The values of the parameters !2A! , C*B and g*B are shown in Table 3 
according to the IPCC fourth assessment report (IPCC, 2007) and are based on best estimates. 
The response function, 52A!(;), multiplied by the annual emissions of CO2, ,2A!, and integrated 
over the time t yields the RF of CO2 as shown in equation (3.4). 
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These equations yield weighted averages of the forcing factors during cruise, takeoff-landing, and 
climb-descent phases of the mission. Thereby, the weighted averages for the NOx forcing factors 
are based on the proportion of emissions and the averages for AIC forcing factors are based on 
the proportion of flight distance in each flight segment (Dallara, 2011). Since there is no function 
given for the calculation of the forcing factors, but only different points between which interpolation 
is possible (see chapter 3.2.2), the term ∫ 9+(ℎ)	)ℎ

R0
R<

 is calculated by integrating the forcing factors 
and the equivalent altitudes from the initial cruise altitude ℎ1 to the final cruise altitude ℎ. using 
the trapezoidal rule. Another problem arises when the initial cruise altitude is equal to the final 
cruise altitude (no step climbs), because then the first part of the term E

R0?R<
∫ 9+(ℎ)	)ℎ
R0
R<

 would be 

divided by zero. However, since the term defines the average forcing factor, only one forcing 
factor is considered as they are all equal, and this one value defines the average. NOx forcing 
factors during takeoff, climb, descent and landing are denoted 9+,045	 and are based on the forcing 
factors at ℎ045 = 175001; (Dallara, 2011). AIC forcing factors outside of cruise are considered to 
be zero.  

The last step that is missing in the calculation of the ATR is the determination of a weighting 
function. The function used in this thesis is given in equation (3.16). 
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0
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In this function, the temperature change during the operational lifetime of the aircraft is weighted 
by one unity (;	 ≤ 6) and an exponential devaluation rate is applied to temperature change 
occurring after the end of the operational lifetime of the aircraft (6 < ;) (Dallara, 2011). The 
devaluation rate 8 is a variable input parameter. A devaluation rate of zero means that climate 
impacts during the operation and climate impacts after the operation are equally important, and a 
devaluation rate of infinity means that climate impacts occurring after the operation of the aircraft 
are of no importance. A maximum integration window is also applied, defined by ;#78, because a 
fraction of CO2 emissions remains in the atmosphere for many thousands of years and therefore 
most models for CO2 -induced temperature change do not decay to zero (Dallara, 2011). 

Once ∆$,/,;,6 is known and metric parameters, i.e., devaluation rate 8 and operating lifetime 6, 
are specified, the ATR can be calculated according to equation (3.17) (Dallara, 2011).	As shown 
in this equation, the weighted temperature change per year is integrated and divided by H to 
obtain an average temperature response. 
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Different devaluation rates, operating lifetimes and integration windows may be used. However, 
it is important that the same rates, lifetimes, and windows are used to compare different aircraft 
designs. The ATR condenses the lifetime impact of aircraft into a single, meaningful quantity, so 
that the lifetime temperature change of different aircraft designs and technologies can now be 
compared. 

 

3.2.4 Implementation of ACT in CPACS 

The DLR, as well as many other institutions, uses CPACS to combine different tools and to ensure 
consistent data transfer between domains by defining a common language for aircraft design (see 
chapter 3.1). Therefore, to integrate ACT into the DLR’s processes and tool landscapes, the tool’s 
inputs and outputs had to utilize CPACS. The inputs required by the aircraft trajectories calculated 
with OpenAD (see chaper 3.1) are the altitude [m], the flight time [s], the flight distance [m] and 
the fuel and the different emission flows })*3 ~,  as shown in Table 8.   
 

 

Other inputs needed for the metric shown, which can be specified via CPACS, are the devaluation 
rate 8	[−], the missions flown per year E	[−], the distance flown per year <	[*+], the emission 
index of SO4 ,0'A# 	 "

)*	1
)*	04/=#, the emission index of soot ,0,44; 	")*	3>>5)*	04/=#, the considered years 

;#78	[789] as an integer and the aircraft’s operational lifetime 6	[789] as an integer, as shown in 
Table 9. With these inputs, the metric explained in chapter 3.2 can be implemented in Python. 
Python Version 3.7 is used for this purpose. The tool is similar in structure to the shown metric. 
First, the input parameters are imported and the constants for the metrics presented are defined. 
Then, the total quantities of species released during each mission and the mission averaged 
forcing factors can be calculated. With these data, the annual emissions, the RF, the mean 
temperature change and the ATRs can be computed. A weighting function is also defined for the 

Parameter Unit 
Altitude m
Flight Time s
Fuel Flow kg/s
CO2 Flow kg/s
H2O Flow kg/s
NOx Flow kg/s
Soot Flow kg/s
Flight Distance m
Segment UID -

Input parameters of the aircraft trajectories

Table 8: Input parameters of the aircraft trajectories 
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ATRs. The main part is calculated in ‚mode0‘, while calculations that are the same for some of 
the emission species and occur more than once are specified in ‚methods‘.   
 

 

The CPACS outputs consist of the RFs, the mean temperature changes for H years of sustained 
operation ∆$,/,;,6(;) and the ATRs, for CO2, NOx cooling, NOx warming, H2O, SO4 & soot, AIC, and 
total, as shown in Table 10.  
 

 

In addition, a plot of the ATRs and a plot of the mean temperature change for H years of sustained 
operation for CO2, NOx cooling, NOx warming, H2O, SO4 & soot, AIC, and total are given, as will 
be shown in the results (chapter 6). 

 

3.2.5 Limitations of the Climate Model 

The linear climate model used in this thesis, RF and temperature change, offers many advantages 
over more complex models, including lower computational costs. However, to take advantage of 
these benefits, many assumptions had to be made, so the climate model has some limitations, 
which are described below.  

First, the temperature change computed here (see chapter 3.2.2.2) is a global mean temperature 
respond to RF, which can be generated both globally and regionally. For long-lived gases such 
as CO2 and CH4, this distinction between global or regional is not particularly important because 
their long lifetimes mean that they mix throughout the atmosphere and are therefore independent 
of the emission location. Short-lived species, however, cause RF only near flight routes, so the 

Parameter Unit 
Devaluation Rate -
Number of missions flown per year -
Distance flown per year NM
EI of SO4 kg S / kg fuel
EI of soot kg soot/ kg fuel
Considered years yrs
Aircraft's operational lifetime yrs

Input parameters of the metric

Parameter Unit 
RF W / m2

Mean Temperature Change K
ATR K

Output parameters of the ACT

Table 9: Input parameters for the metric 

Table 10: Output parameters of the ACT 
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short-lived RFs are greatest in the northern mid-latitudes, where air traffic is most dense. This 
means that the global mean RF can produce strong positive and negative temperature responses 
regionally, but these varying impacts are not accounted for by the linear temperature response 
model as it focuses on the climate response averaged over the earth’s surface. (Dallara, 2011) 

A further limitation arises from the fact that the models used in this thesis are based on average 
impact of fleetwide routing in a single year within the last decade. Therefore, the models quantify 
the average RF caused by emission distributed spatially and temporally according to a routing 
that corresponds to current traffic. This routing is largely concentrated in the mid-latitudes of the 
Northern Hemisphere. As a result, the best estimates of the model parameter values become less 
accurate when the flight route distribution differs significantly from the current routing. (Dallara, 
2011) 

In addition, the linear temperature response models do not capture as many sensitivities as the 
global climate model. For example, emissions from sources other than aviation could alter the 
climate parameters, and the effects of some aviation emissions are also chemically coupled but 
are considered independent in this thesis (Dallara, 2011). 

The linear model applied by IPCC to calculate the CO2 RF is based on constant background CO2 
concentrations of 378ppmv (see chapter 3.2.2.1). However, this assumed background 
concentration is a likely underestimate of actual short-term concentrations and therefore the 
climate impact of the CO2 emissions is slightly overestimated (Dallara, 2011). 

Moreover, NOx and AIC climate impacts rest upon complex processes and effects that are highly 
simplified in the models used in this thesis, leading to large uncertainties. The models for ozone 
formation are complicated because the production rates are nonlinear and depend on background 
composition and meteorological conditions. Furthermore, the temperature change due to equal 
ozone production RFs may change with latitude and altitude. However, the model used herein 
only attempts to capture the effects of different altitudes via the forcing factors. Nevertheless, it 
should also be mentioned that studies by Lee et al. (Lee, et al., 2009) have demonstrated a linear 
relationship between the RF of ozone production and the NOx emissions as used in the applied 
models (Dallara, 2011). In addition, the AIC RF models do not capture differential impacts due to 
changing particle and water vapor emissions or exhaust temperature, but only scale with flight 
distance (Dallara, 2011). Also, the AIC RF models are based on the results of the GCMs. 
However, the scientific understanding of AIC impacts is still incomplete, suggesting that the AIC 
RF models will be refined in the future, as the models used here are limited by the accuracy of 
the underlying GCM. 

 

3.3 Emission Inventory Generation Methodology 

The Emission modelling approach described in chapter 3.2.1 is based only on one typical mission, 
which is flown a certain number of flights per year. However, in order to base the lifetime climate 
impact of aircraft not just on one typical mission, but on more realistic data such as a flight 
schedule, the ACT needs to be further developed. This is done through the Emission Inventory 
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Generation Methodology, which can be used to calculate the climate impact of each mission in 
the flight schedule. 

The further development of the ACT to the Emission Inventory Generation Methodology is carried 
out in two steps:  

1.  The great circle distance between city pairs specified in the given global flight network is 
calculated (see chapter 2.3)  

2.  The trajectory of an individual aircraft type must be determined for each city pair based on 
great circle distance and payload. 

Once all the aircraft type missions are known for each city pair in the flight schedule, the lifetime 
climate impact of each mission can be calculated using the ACT, and the total lifetime climate 
impact of the aircraft type is the sum of the lifetime impact of each mission. The two steps required 
for the further development are outlined below. 

 

3.3.1 Great Circle Distance Calculation 

To calculate the great circle distance d between two locations on the earth’s surface, equation 
(3.18) is used (Lufthansa Aviation Training, 2016), 

�R9()) = 9JS(3K) ∗ 9JS(3T) + �R9(3K) ∗ �R9(3T) ∗ �R9(∆=)				(3.18) 

where 3 is the latitude of point A or B and = is the longitude. In addition, the following rules 
regarding the signs must be observed: North latitude is positive, south latitude is negative, east 
longitude is positive, and west longitude is negative. If the latitude and longitude of both points A 
and B are in radians, the result of the equation must be converted to degrees in the next step.  

Practically, 1NM equals one minute of arc on a great circle. Due to the shape of the earth, this is 
not quite correct, since on a reference ellipsoid the length of one minute on a meridian varies 
depending on the latitude. Therefore, one minute of arc is slightly shorter than 1NM in equatorial 
latitudes and slightly longer in polar regions. However, the deviations are insignificant enough to 
be neglected for most practical applications (Lufthansa Aviation Training, 2016). Thus, to obtain 
the distance in nautical miles, the distance in degrees must be multiplied by 60, which yields the 
distance in minutes of angle, which at the same time corresponds to the distance in nautical miles 
(1° = 60‘ = 60NM). 

 

3.3.2 Interpolation of the Aircraft Trajectories 

Next, the aircraft trajectories must be interpolated for each city pair in the flight schedule. Since it 
is no longer only one typical mission that is considered, it is no longer possible to use only one 
typical trajectory of an aircraft type, but all existing trajectories of a specific aircraft type in which 
a complete mission is flown. For example, Figure 8 shows the payload-range diagram where each 







         

 

 

36 
 

between these time step numbers. As with the interpolation of the released species, the 
interpolations of the cruising altitudes are divided into interpolations for the different great circle 
distances and interpolations for the different payloads. 

For the interpolation of the different great circle distances, all cruising altitudes that occur multiple 
times in the existing trajectories were determined. The result is a vector of all cruising altitudes 
occurring in all trajectories where a complete mission is flown, neglecting intermediate altitudes 
during climb or descent towards a new cruising altitude. Then, for each trajectory, it is counted 
how many times each cruising altitude occurs. This generates a vector where for the first cruising 
altitude it is counted how often this altitude occurs in each trajectory, then for the second cruising 
altitude and so on. This vector must now be divided into the different cruising altitudes and then 
into the different payloads. The different payloads and their number of occurrences have already 
been determined for the interpolations of the released species. In this way, the interpolations can 
be performed for the different great circle distances. 

For the interpolations of the different payloads, the vectors of the last interpolation must be 
rearranged again to obtain a vector for each great circle distance and for each cruising altitude 
with all the interpolated payloads based on the great circle distance. With this rearranged vector 
the payloads can be interpolated. As a result, one receives how often each cruising altitude occurs 
after the interpolation of the great circle distance and the payload. An example of the result of the 
interpolations for a particular mission is shown in Table 11. The first number represents the 
cruising altitude of 21000ft, the second one for 31000ft, and so forth.   

 

Based on these numbers a vector of the cruising altitudes can be created for a specific mission 
at a given great circle distance and payload. For the example in Table 11, the vector of the cruising 
altitudes would consist of 61 times 39000ft and 58 times 41000ft. 

 

3.4 Needed modifications for the calculation with SAF 

The programmed ACT also provides the opportunity to assess the climate impact of different fuel 
types. However, since the use of SAF changes the amount of some emission, modifications need 
to be made to the Python tool to obtain the results of the ATR for drop-in fuel blend and 100% 
SAF. Silberhorn et al. (Silberhorn, et al., 2022) provided the data needed for the conversion from 
Jet A-1 to drop-in fuel blend and 100% SAF. Thereby, a drop-in fuel blend, a 50% blend of HEFA 
and Jet A-1, and a 100% SAF, a PtL synthetic fuel without aromatics, are used (see chapter 
2.4.2). The drop-in fuel blend applies to the strict fuel standardizations, while the 100% SAF is 
outside of current fuel specifications. Mainly due to the reduced amount of aromatics in fuel for 
the drop-in fuel blend and the zero amount of aromatics in fuel for the PtL, the hydrogen content 
is increased and the carbon content is decreased, which can also be seen by the EIs of CO2 and 

Table 11: Example of a result of the cruising altitude interpolations based on great circle 
distance and payload 
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4 Required Input Files for the Aircraft Climate 
Assessment 

In the last chapter, the methods of the ACT and the Emission Inventory Generation Methodology 
were explained. To obtain the results of these tools, further input files are required, such as the 
flight schedule on which the Emission Inventory Generation Methodology can be based, and the 
aircraft types, from which the calculated trajectories are needed. These two required inputs are 
explained in the following. 

 

4.1 Flight Schedule 

The flight schedule used for this thesis is from the Bureau of Transportation Statistics (BTS) (BTS, 
2019), which is part of the United States Department of Transportation. The BTS is a federal 
statistical agency and a preeminent source of commercial aviation statistics that provides context 
for decision makers and the public. The data used are monthly, domestic, and international data 
reported by certificated U.S. and foreign air carriers on passenger, freight, and mail transported. 
Flights with both origin and destination in a foreign country are not included. A flight plan from the 
United States was chosen because the parameters used in the ACT are also based on values 
from the United States and therefore it is more accurate to use similar flight paths and emission 
hotspots. The year 2019 was chosen for the study of the ATRs because it was important to take 
as late a year as possible due to the annual increase in air traffic. However, in 2020, the Covid 
pandemic began, which led to a collapse of the aviation sector that has not been fully cured to 
this day, which is why the data from these last years are not representative. 

The database contains a variety of parameters such as flight time, available capacity, seats, and 
service class. Table 14 shows some selected parameters needed for the calculation of the ATRs, 
namely: the number of performed departures, the payload, the origin and the destination city and 
the aircraft type.   
 

 

The payload is provided as the accumulated payload in pounds, which means that, for example, 
in row three, the payload of 69200lbs is the total payload for both departures performed. It is 
assumed that the payload is distributed evenly among the flights. A different table is given to 
identify the aircraft types, with each code listed in Table 14 corresponding to a specific aircraft 
type, e.g., aircraft type code 612 corresponds to a Boeing 737-700/700LR/Max 7. 

Departures Performed Payload Origin Destination Aircraft Type
2 69200 PNS (Pensacola, FL) MSY (New Orleans, LA) 612
2 69200 RDG (Reading, PA) MCO (Orlando, FL) 612
3 103800 RIC (Richmond, VA) BWI (Baltimore, MD) 612
1 43400 RSW (Fort Myers, FL) FLL (Fort Lauderdale, FL) 614
1 43400 SAN (San Diego, CA) RIC (Richmond, VA) 614

Flight Plan

Table 14: Section of the flight plan by BTS (BTS, 2019) 
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4.2 Aircraft Types  

The table with the aircraft types includes over 50 different common aircraft types. In order to limit 
the calculation time, the common aircraft types found in the given flight schedule were divided 
into short-, medium-, and long- range aircraft according to payload and range. Table 15, Table 16 
and Table 17 show the classification of the aircraft types into short-, medium-, and long-range, 
with the corresponding aircraft code used in the flight schedule, as well as the maximum payload 
and range of each aircraft type. For each range, one typical aircraft type was defined and 
calculated using OpenAD (see chapter 3.1).  
 

 
 

 
 

 
 

Aircraft Type Aircraft Code Max. Payload [kg] Max. Range [NM]
B767-200 625 33271 3850
B767-200ER 625 35557 6385
B767-300 626 40030 4260
B767-300ER 626 43799 5990
B767-400ER 624 45813 5620

B757-200 622 21346 3900
B757-300 623 30686 3395

A330-300 687 45586 6350
A330-200 696 49396 8150

A330-900NEO 824 45813 7200

B787-8 887 41050 7305
B787-9 889 52617 7565
B787-10 837 57289 6330

Medium-Range

Table 15: Short-range aircraft types (Airbus, 2022) (Boeing, 2022) 

Table 16: Medium-range aircraft types (Airbus, 2022) (Boeing, 2022) 

Aircraft Type Aircraft Code Max. Payload [kg] Max. Range [NM]
A319 698 17690 3750

A320-100/200 694 19958 3300
A321-200 699 25401 3200

A319-200NEO 719 17690 3750
A320-200NEO 722 20003 3500
A321-200NEO 721 25492 3650

A220-100 723 15105 3450
A220-300 724 18688 3600

B737-100/200 620 15700 2600
B737-300 619 16892 2255
B737-400 617 18253 2060
B737-500 616 14769 2375
B737-600 615 14380 3235
B737-700 612 16505 3445
B737-800 614 20540 3085
B737-900 888 20240 3235

Short-Range
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Figure 10 shows the Available Seat Miles (ASM) over the distance for the flight data by the BTS 
for the year 2019. ASM is a measure of the airplane’s carrying capacity and is calculated by 
multiplying the number of miles that a given airplane will be flying by the number of seats available 
for a given flight (Kagan, 2020).  

 

The solid black line in Figure 10 corresponds to the total ASM. The first part of this solid black line 
from a range of 0NM to a range of about 3000NM corresponds to the short-range, the second 
part from about 3000NM to 6000NM corresponds to the medium-range and the third part from 

Aircraft Type Aircraft Code Max. Payload [kg] Max. Range [NM]
A350-900 359 53524 8100
A350-1000 836 68039 8700

A340-300 871 52163 7300
A340-500 872 53977 9000
A340-200 873 50802 6700
A340-600 874 66224 7800

A380-800 882 83915 8000

B747-100 816 76800 4620
B747-200/300 817 76360 6560
B747-400 819 70620 7260
B747-8 821 76067 7730

B777-200LR 627 63957 8555
B777-300 637 64047 6006
B777-300ER 637 69853 7370

Long-Range

Table 17: Long-range aircraft types (Airbus, 2022) (Boeing, 2022) 

Figure 10: Available seat miles (ASM) for the flight data by BTS 
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about 6000NM onwards corresponds to the long-range sector. The blue line represents the ASM 
for short-range, the yellow line represents the ASM for medium-range, and red line represents 
the ASM for long-range aircraft types according to the division in Table 15, Table 16 and Table 
17. The black dashed line corresponds to 90%, the grey dot-dashed line corresponds to 80% and 
the light blue dotted line corresponds to 70% of the total ASM. It can be seen that the ASM of the 
short- and the long-range aircraft types account for about 80%, sometimes even up to 90%, of 
the total ASM. This is not quite true for the ASM of the medium-range aircraft types, whose ASM 
accounts for 60% to 70% of the total ASM, since some long-range aircraft types such as the A380 
and the A340 also fly missions in the medium-range sector. The green line for the ‘Other’ aircraft 
types corresponds to propeller-driven aircraft and General Aviation aircraft. These aircraft types 
are not considered because flight times and ranges are mostly short and altitudes are low, so 
their climate impact is neglectable. Nevertheless, in Figure 10 it can be observed that the most 
important aircraft types are considered in the assessment of the climate impact. 

The aircraft designed by DLR are based on the Airbus and Boeing Aircraft Manuals (Airbus, 2022) 
(Boeing, 2021). The short-range aircraft type is based on an A320 similar aircraft type, the 
medium-range on a B767 similar aircraft type and the long-range on an A350 similar aircraft type. 
In Table 18 the key aircraft characteristics, aircraft performance and mass estimates for the used 
aircraft types are shown.  
 

 

As can be seen in Table 18, the service ceiling increases from 40000ft for the short-range aircraft 
to 41000ft for the medium-range aircraft to 43000ft for the long-range aircraft, and so does the 
number of passenger from 180 for the short-range to 261 for the medium-range to 315 for the 
long-range aircraft. The maximum masses, the operating empty mass and the maximum payload 
are about twice as high for the medium-range aircraft and about three times as high for the long-
range aircraft compared to the short-range aricraft. Wing span and overall length are about 17 m 
greater for the medium-range aircraft than for the short-range aircraft, while wing span and overall 
length increase by another 12 m for the long-range aircraft. All three aircraft have turbofan 

Parameter Unit Short-Range Medium-Range Long-Range
Design Mission Range NM 2935 3900 8207

Design Cruise Mach Number - 0.78 0.8 0.85

Service Ceiling ft 40000 41000 43000

Number of Passengers - 180 261 315

Design Mission Payload t 17.1 26.1 29.925

Max. Take-Off Mass t 78.7 159.8 280

Max. Landing Mass t 67.2 135.5 207

Max. Zero Fuel Mass t 64.2 127 195.7

Operating Empty Mass t 44.9 86.1 141.7

Max. Payload t 19.3 40.9 54

Block Fuel (Design Mission) t 19 40.56 113.68

Wing Span m 35.8 47.57 64.75

Overall Length m 37.57 54.94 66.8

Engine Type - Turbofan Turbofan Turbofan

Thrust (Sea Level Static, ISA) kN 119.49 229.36 375.03

Thrust Specific Fuel Consumption g/kN/s 54.06 65.94 53.1

Bypass Ratio - 12.5 5.1 9.6

Key Aircraft Characteristics

Table 18: Key aircraft characteristics (Airbus, 2022) (Boeing, 2021) 
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engines, and the thrust is twice as high on the medium-range aircraft and three times as high on 
the long-range aircraft as on the short-range aircraft. The two Airbus similar aircraft, short-, and 
long-range aircraft, have a much larger bypass ratio than the Boeing similar aircraft, medium-
range aircraft. All performance data are calibrated for the design mission. 

In Figure 11 the three used aircraft types, the short-range (see Figure 11(a)), the medium-range 
(see Figure 11(b)), and the long-range (see Figure 11(c)) with their approximate relation in size 
can be seen. 

 

 

 

 

Figure 12 shows the payload-range diagrams of the respective aircraft types. The short-range 
aircraft has a maximum payload of 19300kg and a maximum range of 8026.43km, the medium-
range aircraft has a maximum payload of 40900kg and a maximum range of 9554.2km, and the 
long-range aircraft has a maximum payload of 54000kg and a maximum range of 17991.9km. 
Each light blue dot corresponds to a calculated trajectory of the respective aircraft, between which 
the missions of the flight schedule can be interpolated. The short-range aircraft type consists of 

Figure 11: View of the reference aircraft 

   (a) Short-range aircraft (b) Medium-range aircraft 

(c) Long-range aircraft 
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contained some rows where the departures performed were zero or the origin and the destination 
city were the same, meaning that the great circle distance was zero, these rows had to be 
excluded from further calculations.  

With the outputs of the flight schedule, the interpolations of the Emission Inventory Generation 
Methodology can be performed. Thereby, the released species of CO2, H2O, NOx, SO4, soot and 
NOx cruise, the cruising distance, and the cruising altitudes are interpolated according to the payload 
and range, as shown in chapter 3.3.2. These interpolated values serve as input to ACT. In the 
ACT the RFs, the mean average temperature change and finally the ATRs are calculated 
according to the methodology presented in chapter 3.2. 
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existing trajectories. Here, the second row shows all the cruising altitudes that occur in all the 
trajectories. Rows three through seven then show how many cruise time steps are flown at each 
cruising altitude for the given trajectories. These trajectories are then deleted, and Table 20 shows 
the number of cruise time steps at each cruising altitude for the deleted trajectories interpolated 
between the cruise time steps of the existing trajectories.  
 

 

 

 

As can be seen in Table 19 and Table 20, the interpolations of the first, second and forth trajectory 
agree quite well with the existing trajectories, and only the cruising altitudes found in the existing 
trajectories appear in the results of the interpolations. However, in the interpolations of the third 
and fifth trajectories, time steps at the cruising altitude of 39000ft also appear, although only time 
steps at the cruising altitude of 41000ft occur in the existing trajectories. This is the case when, 
in the direction of the payload or in the direction of the range, the trajectory before or after the 
current trajectory has a step climb, but the current trajectory does not. This can be seen, for 
example, in Figure 16 for trajectory number five. Figure 16(a) shows the altitude profile of the 
existing trajectory with a range of 4000NM and a payload of 5000kg: There is only one cruising 
altitude of 41000ft. The same is true for the trajectory with the same payload of 5000kg, but with 
the next smaller range of 3700NM (Figure 16(b)) – only the cruising altitude of 41000ft occurs. 
However, for the trajectory with the same payload but with the next higher range of 4300NM 
(Figure 16(c)), there is a small cruising segment at an altitude of 39000ft. Thus, if the trajectory in 
Figure 16(a) with a range of 4000NM is deleted and must be interpolated between the two lower 
trajectories with ranges of 3700NM (Figure 16(b)) and 4300NM (Figure 16(c)), a few time steps 
result with a cruising altitude of 39000ft. The same is applicable for the third trajectory. 

Number 21000ft 31000ft 33000ft 37000ft 39000ft 41000ft
1 0 0 0 149 342 98
2 0 0 0 0 0 46
3 0 0 0 0 0 435
4 0 0 0 0 0 176
5 0 0 0 0 0 799

Results with existing trajectories

Number 21000ft 31000ft 33000ft 37000ft 39000ft 41000ft
1 0 0 0 149 342 102
2 0 0 0 0 0 56
3 0 0 0 0 23 439
4 0 0 0 0 0 167
5 0 0 0 0 16 787

Results with deleted trajectories

Table 19: Number of cruising altitude time steps with the existing trajectories 

Table 20: Number of cruising altitude time steps with the deleted trajectories 
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for point five). For the other three points the quadratic/ linear interpolation method shows the 
smallest deviations. In Figure 18(d), the quadratic method has a slightly smaller deviation than 
the quadratic/ linear method for the second point (0.6% to 0.48%), and the cubic method has a 
smaller deviation than the quadratic/ linear method for the fifth point (2.04% to 2.07%). For the 
other three points, the quadratic/ linear method again achieves the lowest deviations. Figure 18(b) 
shows the deviations of the ATR of AIC, in whose calculation the cruising altitudes and the 
cruising distance are included. The quadratic/ linear method achieves small deviations of less 
than 0.1% for points one, two, and five. However, the deviations for points three and five, which 
are on the edge of a step climb, are high, reaching about 18%. For those two points the quadratic/ 
linear method achieves the second smallest deviations, and the cubic method achieves the 
smallest deviations. In Figure 18(e), all the ATRs are combined to form the total ATR. For points 
one, two and five, the smallest deviations are again obtained using the quadratic/ linear method 
and they are less than 0.3%. Points three and five have larger deviations, with the cubic method 
achieving the smallest deviations of 1.86% (point three) and 1.25% (point five). The quadratic/ 
linear interpolation method reaches slightly higher deviations of 1.96% (point three) and 1.56% 
(point five). Since, except of points three and five of the ATRAIC (Figure 18(b)), all the deviations 
of the results are below 3%, with the deviations for ATRNOx cooling and ATRfuel even below 1%, the 
interpolations are considered sufficient for the climate assessment for conceptual aircraft design.   

 

6.2 Results of the ACT 

To compare the results of the ACT, a medium-range aircraft type mission was used as a 
reference. The flight profile of this mission is shown in Figure 19. It has a range of d = 1900NM, 
an initial cruising altitude of h0 = 39000ft, and a final cruising altitude of hf = 41000ft. The total 
mission fuel consumption is Wfuel = 19306.7kg and the payload is payload = 26100kg. An 
operational lifetime of H = 30 years, a maximum integration window of tmax = 100 years, a number 
of flown missions per year of U = 10000, a distance flown per year of L = 37e6NM, and a 
devaluation rate of r = 0% were used as input parameters for this mission. To analyze the impact 
of the different input parameters, the payload and the range, only one parameter was changed at 
a time and the effects on the ATRs were considered. 

  
Figure 19: Altitude profile of the reference mission 
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The ATRs for these three different ranges can be seen in Figure 22. First, onto the 3800NM 
mission. Since the total mission fuel consumption is approximately twice the total mission fuel 
consumption of the reference mission, the ATRs of CO2, H2O, SO4, and soot are also 
approximately twice as high. This is due to the fact that the emissions, and therefore the climate 
impacts, are proportional to the fuel consumed. However, the ATR of AIC is not proportional to 
the fuel consumed, but to the total distance flown per year, L. This parameter was not changed, 
but the ATR of AIC still increased. This is because the model used here includes the altitude 
variations for AIC implemented by the altitude-dependent forcing factors. As can be seen in Figure 
7, AIC has a greater climate impact between the altitudes of 28000ft and 39000ft. In the reference 
mission, the initial cruising altitude is 39000ft, which is in a sector where the climate impact of AIC 
is no longer as large. In the 3800NM mission, the initial cruising altitude is 37000ft and thus in a 
sector where the climate impact of AIC is greater, increasing the ATR of AIC. Another reason for 
the increase of the AIC’s ATR is that the ratio between the cruising distance and the total distance 
is higher, which means that the cruising segment has a larger share in the total mission. This ratio 
is used to calculate the AIC average forcing factor, and the forcing factor, and thus the climate 
impact, increases as this ratio increases (see chapter 3.2.3). The NOx cooling and NOx warming climate 
impacts also increase with increasing fuel consumption, but because of the altitude-dependent 
forcing factors that account for the altitude variation of NOx, this increase of ATRNOx is not 
proportional to the fuel consumption. The NOx average forcing factor increases as the proportion 
of the NOx emissions during cruise to the NOx emission during the whole mission increases. 
Nevertheless, the general trend of the NOx average forcing factors is that they increase with 
altitude.  

Compared to the 1000NM mission, where the total mission fuel consumption is about 55% of the 
reference mission, the ATRs of CO2, H2O, SO4, and soot are also about 55% of the reference 
mission, as these emissions are again proportional to the fuel consumed. The ATR of AIC 
decreases because, first, the cruising altitude is now 41000ft and in this segment the impact of 
AIC is lower, and second, the ratio between the cruising distance and the total distance used to 
calculate the forcing factor is lower compared to the reference mission. NOx warming and  
NOx cooling decreases mainly due to the lower fuel consumption, but again not proportionally 
because of the forcing factors. 
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equally. With larger devaluation rates, the temperature change of each year after the end of the 
aircraft’s operation is less important than the temperature change experienced the previous year. 
In aircraft design studies, devaluation rates of r = 0% and r = 3% are usually considered (Dallara, 
2011). For devaluation rates of r = 3% or greater, an infinite time horizon (tmax = ∞) is possible. 
Since the selection of the input parameters involves a value judgement of the relative importance 
of the short-lived and long-lived impacts, an aircraft design metric should be flexible and allow the 
user to specify it (Dallara, 2011). It should also be possible to represent the typical operation of a 
particular aircraft. This is achieved by being able to specify the reference mission, e.g. the payload 
or range, as well as the number of missions and the flight distance per year. However, it is 
important not to change the different input parameters when comparing two or more aircraft 
technologies or design options. Only then a fair comparison can be achieved. 

 

6.3 Climate Impact of Jet A-1 Fuel, Drop-In Fuel Blend and SAF 

For the comparison of the climate impacts of Jet A-1 fuel, drop-in fuel blend, and SAF, the 
combined ACT and the Emission Inventory Generation Methodology Tool based on a flight 
schedule was used. The input parameters used were an operational lifetime of H = 30 years, a 
maximum integration window of tmax = 100 years, and a devaluation rate of r = 3%. Since the 
climate impacts of the different input parameters, the payload and the range have already been 
analyzed in the last section, the focus is now on comparing the climate impacts of Jet A-1 fuel, 
drop-in fuel blend and SAF. Since very few studies calculate the climate impacts using the ATR, 
no total values for the ATRs for an entire fleet were available. However, the method used in the 
ACT was validated in Dallara’s PhD (Dallara, 2011) and no changes were made to the formulas 
used therein.  

First, the medium-range aircraft type is considered, for which a B767 similar aircraft type is used. 
In the medium-range, there are a total of 50033 mission and the total ATR for Jet A-1 fuel is 
1.29mK, as can be seen in Figure 31. CO2, AIC, and the total NOx impacts (NOx warming and 
NOx cooling together) contribute about equally to the total ATR, with the climate impact of H2O and 
SO4, and soot being rather small. When the drop-in fuel blend is used, the ATR of CO2 decreases 
by 50.505%, the ATR of soot decreases by 31%, and the ATR of H2O increases by 6.315%. Soot 
leads to a small warming impact, while SO4 leads to a cooling impact. Thus, when the impact of 
soot is reduced, the ATR of SO4 and soot leads to a greater cooling impact. The total ATR of the 
drop-in fuel blend is reduced by 17.6% to 1.06mK. For 100% SAF, CO2 emissions are reduced to 
zero, H2O emissions are increased by 12.623%, and soot emissions are reduced by 62%. The 
total ATR of SAF is now 0.84mK, 34.9% lower than the total ATR of Jet A-1 and 21% lower than 
the total ATR of the drop-in fuel blend. 
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infrastructure for alternative fuels. Therefore, fuel supplies are obliged to increase the share of 
SAFs in the fuel supplied at European Union airports according to a set timetable: 2% in 2025, 
5% in 2030, 20% in 2035, 32% in 2040, 38% in 2045, and 63% in 2050 (Soone, 2022). Taking 
into account the emission reductions of the medium-range aircraft and this increase in the share 
of SAF in Jet A-1 fuel, emission reductions of up to 0.7% are possible for 2025, up to 1.75% in 
2030, up to 7% in 2035, up to 11.2% in 2040, up to 13.3% in 2045 and up to 22% in 2050, with 
the climate impact of AIC being constant. To put these emissions reductions in relation to the 
emission savings from new technologies: The sharkskin technology, introduced in 2021, is 
expected to reduce CO2 emissions by 3% by making aircraft more aerodynamic, which means 
they will consume less fuel and emit less CO2. This 3% reduction is expected to result in potential 
savings of up to 11 million tons of CO2 per year for commercial aviation (BASF). This once again 
illustrates the massive potential emission reductions of SAF and the importance of introducing 
this short-term option, as this is a promising contribution to achieving the set climate targets. 
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7 Conclusion 
The objective of this thesis was to develop an approach to easily assess and compare the climate 
impacts of different aircraft designs, technologies, or fuel types for conceptual aircraft design and 
to enhance this approach by basing it on a flight schedule and by implementing the effects of 
SAF. Aircraft emit numerous emission species, which directly or indirectly change the 
concentration of greenhouse gases and particles over different time scales. Therefore, not only 
CO2, but also non-CO2 emissions were included in the methodology and different models for long-
lived gases, such as CO2 and NOx cooling, short-lived pollutants, such as H2O, NOx warming, SO4, and 
soot, and AIC had to be considered. The process for determining the climate impacts resulting 
from these aircraft emissions was divided into three sections: The Emission Modelling, the 
Climate Impacts Modelling, and the Climate Change Metric. In the Emission Modelling approach, 
a construct was developed that indicated the future emissions of a particular aircraft. Since the 
emission flows for different species were already given, the fuel proportional emissions approach 
was used, where the EIs are proportional to fuel consumption. In the Climate Impacts Modelling 
approach, the climate impacts of the computed annual emissions were calculated. LTR models 
that estimate global and annual averaged conditions were chosen for this purpose because they 
are computationally efficient and transparent, and new knowledge can be easily incorporated. RF 
and temperature change were selected as the LTR models, which also account for the altitude-
varying impacts of NOx emissions and AIC by implementing altitude-dependent forcing factors. 
For the Climate Change Metric, the metric ATR was used, which is appropriate for the initial 
aircraft design. It assesses the total integrated temperature change caused by the operation of a 
particular aircraft fleet and summarizes the climate impact into a meaningful quantity, which 
enables an easy comparison of the climate impacts. This metric was implemented in CPACS to 
easily change the input parameters and integrate it in the post-processing part of the aircraft 
design workflow. By changing the different input parameters, the user can specify on which 
impact, short-lived or long-lived, to focus on. However, to achieve a fair comparison, the input 
parameters must not be changed when comparing two or more aircraft technologies or design 
options. Since the described methodology is only based on one typical mission, the methodology 
was enhanced to base the lifetime climate impact of aircraft on more realistic data such as a flight 
schedule. For this purpose, a method had been implemented to calculate the great circle distance 
between two pairs of cities in the flight schedule and to interpolate each individual aircraft flight 
path between the existing ones. The interpolations were divided into the interpolation of the 
released emission species of CO2, H2O, NOx, SO4, and soot, the cruising distance and the amount 
of NOx released during cruise, and in the interpolations of the cruising altitudes. Each of these 
parameters was interpolated for each mission of the flight schedule according to payload and 
range. Due to the limited calculation time, the aircraft types occurring in the flight schedule were 
divided into short-, medium-, and long-range aircraft according to their payload and range, and 
one aircraft type was defined for each range – an A320 similar aircraft for short-range, a B767 
similar aircraft for medium-range and an A350 similar aircraft for long-range. Finally, to compare 
the climate impacts of conventional Jet A-1 fuel, drop-in fuel blend and 100% SAF, modifications 
to the emission calculation were made, since the SAF reduces the EI of CO2, increases the EI of 
H2O, and decreases the CO2 and soot emissions. It was shown that the drop-in fuel blend and 
100% SAF can result in significant emission reductions of up to 17.6% for the drop-in fuel blend 
and even up to 34.9% for 100% SAF and that the implementation of SAF is a promising contri-
bution to reducing the climate impacts of aircraft emissions and to achieve the set climate targets. 
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8 Future Work 
With this thesis, the climate impacts of Jet A-1 and SAFs can easily be assessed and compared. 
Nevertheless, there are still potential improvements and future opportunities related to the ACT 
and the Emission Inventory Generation Methodology, which can continue this project. 

First, there are some advancements concerning the ACT. The Aircraft Climate Assessment Model 
programmed here is a LTR model, which means that the RF or temperature change is not 
calculated on a time-varying three-dimensional grid, but as globally and annually averaged values 
based on GCMs (see chapter 2.2.3). Therefore, to refine these LTR models, some optimizations 
could be made: More GCMs could be assessed to increase the knowledge of the NOx and AIC 
RFs as a function of altitude and latitude. In particular, the accuracy of the climate impacts of AIC 
can be improved by better understanding these impacts and by incorporating sensitivities to 
engine exhaust gas temperature and water content. In addition, the seasonal and diurnal 
variations in the climate impacts could be taken into account. Once a more accurate GCM exists 
and a clearer picture of the climate impacts is achieved, the LTR model will also need to be 
updated. 

Next, improvements in the Emission Inventory Generation Methodology can be made. The 
interpolations of the cruising altitudes are not as accurate if there is a step climb in the trajectory 
that is before or one after the current trajectory in the direction of payload or range. This can result 
in cruising altitudes that do not appear until after the interpolation, as well as an increased or 
decreased total number of cruising time steps. The total number of cruising time steps also affects 
the interpolations of the cruising distance and the released amount of NOx during cruise. 
Therefore, in order to obtain more accurate interpolation results, the step climbs must be taken 
into account and a completely new interpolation function must be written. The trajectories where 
a step climb occurs for the first time must be defined and it must be programmed that before/ after 
this trajectory the corresponding step cruising altitude does not occur. This way more exact results 
for the interpolations could be obtained.   

In order to limit the calculation time, the aircraft types that could be found in the given flight 
schedule were divided into short-, medium-, and long- range aircraft and one typically aircraft type 
was defined for each range. In addition, the General Aviation and propeller-driven aircraft types 
were neglected because the climate impact is rather small for such short flight times and ranges 
and low altitudes. However, to obtain more accurate results for the ATRs based on a flight 
schedule, each aircraft type could be calculated individually when such data are available.  

Since the ACT includes the altitude variation for NOX and AIC RF, mission optimizations could be 
considered. For example, it could be calculated whether climate impacts are reduced when a 
particular aircraft flies at lower altitudes, e.g., increasing CO2 emissions due to higher fuel burn 
but reducing NOx and AIC emissions due to lower altitude. Other ways to reduce the emissions, 
such as low NOx combustion chambers, can also be implemented in the ACT, and the results can 
be compared and further mission optimizations considered. 

The use of drop-in fuel blend and 100% SAF reduces CO2 and soot emissions and increases H2O 
emissions compared to Jet A-1. These effects were considered in the programmed tool. But the 
soot particles also play a role in the formation of contrail and cirrus clouds, so reduced soot 
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emissions affect the contrail properties. If the number of soot particles is reduced, the AIC climate 
impact is also reduced. However, for the simplified climate assessment methods, such as the 
ACT, there is no direct dependence between soot and AIC, the thus the impact of AIC was not 
reduced for the drop-in fuel blend and for the 100% SAF. Also, the dependence of the reduced 
soot particles on the AIC is quite uncertain. However, in order to account for all the improvements 
in changing the energy carrier from Jet A-1 to SAF, a dependence between the soot particles and 
the AIC must be established. In this case, SAF would result in even more significant emission 
reductions.   
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