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Abstract
This thesis investigates the technical and economic feasibility of a flexible biogas plant system that com-
bines a Biogas-to-Liquid (BGtL) plant—using a novel low-temperature microwave plasmacracking plant
for syngas production and Fischer-Tropsch synthesis (FTS) for FT-syncrude production—with a Com-
bined Heat-and-Power Unit (CHPU), considering different expansion strategies. Using a Mixed-Integer
Linear Programming (MILP) model and real German electricity price data from 2023, various operating
scenarios were simulated based on the arbitrage and unit commitment problem. Results show that, un-
der current market conditions, separate operation of BGtL and CHPU is more profitable than combined
operation, mainly due to higher specific investment costs and limited spot market volatility. While flex-
ible CHPU benefits from overbuilding and flexibility bonuses, BGtL achieves better returns when run
steadily. However, simulated large BGtL plants can already produce FT-syncrude at competitive costs,
and combined flexible operation may become attractive as electricity markets evolve and investment costs
decrease. The presented model and results provide a basis for future optimization and techno-economic
assessment of hybrid biogas systems.
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Introduction

1 Introduction

Aviation relies on highly energy-dense fuels because of the long distances involved and the limited
on-board volume available for energy storage. To date, batteries and non-carbon-based fuels
such as hydrogen or ammonia cannot meet these stringent requirements [1] (see Figure 1.1).
Conventional jet fuel consists of long-chain hydrocarbons; the presence of carbon is essential for

Figure 1.1: Comparison of volumetric and gravimetric energy densities for various storage
technologies and materials [2].

achieving the required energy density. Consequently, the production of Sustainable Aviation
Fuel (SAF) requires a sustainable carbon source. In this study, biogas—primarily composed of
methane (CH4) and carbon dioxide (CO2)—is employed as that source. The carbon contained
in biogas has been sequestered from the atmosphere, so its combustion closes the carbon
loop and avoids net CO2 emissions. To convert biogas into SAF, Power-to-Liquid (PtL) or,
when the feedstock is of biogenic origin, Biomass-to-Liquid (BtL) technologies are required.
These processes use renewable-electricity-driven synthesis steps to transform biogas into liquid
hydrocarbons. A recent innovation is Plasmacracking (PC) reforming (plasmalysis), which
cracks biogas and steam into synthesis gas (a mixture of H2 and CO) suitable for downstream
Fischer-Tropsch Synthesis (FTS). The Fischer-Tropsch (FT) reactor produces syncrude that
can be upgraded to SAF. The PC step, powered by renewable electricity, dissociates both CH4

and CO2, thereby utilising the carbon in the CO2 fraction as well as that in CH4. By contrast,
conventional CHPUs combust biogas directly for electricity generation, and the CO2 is usually
removed during biomethane upgrading [3]. Biogas-fuelled Combined Heat and Power (CHP)
plants are widespread in Germany. A key feature of these systems is their flexibility: operators
intentionally oversize the CHPU relative to average biogas production, store unused biogas
when electricity prices are low—typically during periods of surplus renewable generation—and
dispatch the CHPU when prices peak, thus relieving the grid and capturing higher revenues. In
this way, CHPUs act as a valuable counterbalance to fluctuating wind and photovoltaic output.

1



Introduction

Over the past few years, intraday electricity price volatility has risen sharply (see Figure 1.2).
This increase is driven not only by the energy crisis triggered by Russia’s invasion of Ukraine
but also by the continued deployment of fluctuating renewable energy sources (primarily wind
turbines and photovoltaik systems). Forecasts indicate that volatility will rise further as
additional renewable capacity is installed [4–6].

Figure 1.2: Price volatility in the EEX intraday auction market.

The Biogas-to-Liquid (BGtL) plant operates in the opposite way to a conventional biogas CHPU
because it consumes electricity to convert biogas into synthetic fuel. Combining both plant types
at the same facility would therefore enable complementary operation: the BtL unit could run
when electricity is abundant and prices are low or negative, while the CHPU could generate
electricity in periods of scarcity and high prices.
Because the BGtL unit and the CHPU behave oppositely with respect to electricity prices,
this raises a central research question: is the expansion of a biogas plant with a BGtL
unit—comprising a PC reactor, Syngas Storage (SGS), and FTS—economically viable? More-
over, can the combined operation of both units (CHPU and Plasmacracking Unit (PCU)) create
operational synergies that enhance overall profitability?
To answer questions like these, this thesis develops a deterministic, multi-period Mixed-Integer
Linear Programming (MILP) model that optimises the combined operation (or single operation)
of the CHPU and BGtL unit for the year 2023, taking into account technical constraints and
the intraday electrcity auction prices for the year 2023 to maximise total revenue. Additionally,
capital and operating costs are calculated for each simulation run to determine annual profit and
Return on Investment (ROI), allowing simple comparison of scenarios and rapid identification
of the most and least attractive parameter configurations. To explore the economic impact of
different expansion strategies, four key parameters are varied: total plant capacity, degree of
overbuilding for CHPU and BGtL unit, and the biogas consumption ratio between CHPU and
BGtL unit.

The thesis is divided into the following chapters:

Chapter 1 provides the introduction to this thesis. Chapter 2 addresses the current state of the
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art and is divided into three main sections: Integration of BtL technologies, Flexibilization of
biogas CHPUs in Germany, and Optimization approaches for flexible plant operation. Chapter 3
lays the theoretical foundation: it outlines biogas production and utilization in Germany, reviews
the fundamentals of BGtL, PC technology, and FTS, details the configuration of the reference
plant, and gives an overview of the formulas used for the cost calculation.

Chapter 4 introduces the methodology, describing the methodological approach that briefly
explains the process of this thesis from idea to results. In Chapter 5, the simulation parameters
and assumptions are presented. Organized according to the six subplants of the reference plant,
this chapter specifies all technical and economic parameters used in the simulations, the variable
parameters, as well as the electricity spot market data applied.

Chapter 6 forms the core of the methodology. It introduces the Unit Commitment Prob-
lem (UCP) and the arbitrage model as guiding concepts, then describes in detail the MILP
formulation—including decision variables, objective function, and constraints. Furthermore, the
function of the program code is explained, as well as the simulation procedure and what happens
in the code during a simulation.

Chapter 7 covers the implementation of the simulations. Here, the variable simulation parameters
are introduced. In addition, the simulation setups are described.

In Chapter 8, the results of the simulations are presented. Chapter 9 discusses the findings in
the context of existing literature and practical applications.

Finally, Chapter 10 concludes the thesis with a summary of the key insights and provides an
outlook on future research directions for flexible biogas plant expansions integrating BGtL units
and CHPUs.
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2 State of the Art

This chapter provides an overview of established and emerging approaches for the conversion
of biogas into synthetic fuels, with particular attention to the technological diversity and the
challenges associated with syngas production and utilization. Furthermore, it summarizes current
practices and developments in the flexible operation of biogas CHPUs, which play a key role in
stabilizing electricity systems with high shares of renewables. Finally, mathematical optimization
approaches for the scheduling and economic assessment of flexible energy systems are reviewed,
with a focus on models relevant to multi-unit plant configurations.

By consolidating the findings from these areas, the chapter aims to identify knowledge gaps and
research needs, thus providing the foundation for the subsequent methodological development
and the focus of this thesis.

Integration of BtL technologies

For BtL technology, two steps are essential: syngas production via a reforming process and
liquid fuel synthesis from the produced syngas. FTS is predominantly used for the latter, which
requires a H2/CO ratio of approximately 2—ideally slightly above 2.

There are various technological approaches for syngas production from biogas (BGtL) or
biomethane (BtL), including established processes such as Steam Methane Reforming (SMR) [7],
Partial Oxidation (POX) [8, 9], and Autothermal Reforming (ATR) [10], as well as more recent
technologies such as Dry Methane Reforming (DMR)[11–13].

SMR is widely used but highly energy-intensive, producing a syngas with a suboptimal hydrogen
content (H2/CO ≈ 3), which necessitates additional process steps such as the Water–Gas
Shift (WGS) and results in CO2 emissions that can only be avoided through Carbon Capture
and Sequestration (CCS) [12, 14].

POX is exothermic and more energy efficient, but also only utilizes methane, leaving the CO2

fraction of biogas unexploited. ATR combines SMR and POX, enabling better temperature
management, but still fails to utilize CO2 and increases overall process complexity. [12]

DMR directly uses the entire biogas stream (CH4 and CO2), but is strongly endothermic, requires
high temperatures, and produces a low H2/CO ratio (≈ 1), necessitating further steps such as
WGS or partial oxidation to reach the ratio required for FTS [15, 16].

Tri-reforming integrates steam reforming, dry reforming, and partial oxidation in a single process,
which can reduce the required temperature and slightly improve efficiency compared to purely
endothermic processes. However, the operating temperature remains high, and the process itself
is complex [17, 18].

Current projects also combine carbon capture technologies and electrolysis for syngas production
[19, 20]. These utilize industrial CO2 streams, but this approach is energy-intensive and requires
multiple units. Another setup combines Direct Air Capture (DAC) with a PC reactor to generate
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CO from CO2, which is then converted with water via WGS into syngas; however, a portion of
the CO is converted back to CO2, which needs to be recycled [21].

Additionally, there are already BtL plants operating at biogas plant sites, which combine the
CO2 generated during biogas upgrading with hydrogen from electrolysis to produce syngas. The
CH4 is still used for electricity generation or gas grid injection [22, 23]. This approach makes
use of previously unused CO2, but still requires an electrolyser, resulting in additional costs and
energy demand.

In summary, the various synthesis gas production processes exhibit significant differences in terms
of energy efficiency, complexity, and utilization of available biogas components. Established
methods often leave either methane or CO2 unused or require additional energy-intensive steps to
achieve an appropriate H2/CO ratio for FTS. This is exactly where research into low-temperature
microwave PC technology, such as that currently pursued in the Plasma2X project, becomes
relevant. This innovative technology, which is still in the planning phase and has not yet been
commissioned, enables the direct conversion of raw biogas (CH4, CO2, and H2O) into synthesis
gas in a single process step without relying on strongly endothermic processes such as the WGS
reaction. Additionally, current research investigates the adjustment of the H2/CO ratio through
variations in the H2O feed, potentially allowing the desired ratio to always be realized directly
in the syngas. The process operates at comparatively low temperatures due to the microwave
plasma technology, reducing energy demand and enhancing process efficiency. The resulting
synthesis gas can then be directly converted into FT-Syncrude or methanol [24].

The production costs of sustainable FT-syncrude vary greatly depending on the technology,
ranging from 1.4 to 5.8 €/kgSyncrude [25–27].

Flexibilization of biogas CHPUs in Germany

In Germany, most biogas plants use CHPUs to convert biogas into electricity and heat. A major
advantage of CHPUs is their ability to operate flexibly: unlike other renewable sources, they can
quickly adjust output to match market demand and thus play a unique role in stabilizing the
electricity grid, which is increasingly dominated by fluctuating wind and solar generation [28].

This flexibility is enabled by oversizing the CHPU—sometimes by a factor of five compared to
the average gas production rate—and expanding Biogas Storage (BGS), so that biogas can be
accumulated during low-price periods and used for full-load generation during peak-price hours
[29].

In practice, small-scale biogas plants typically meet the on-site electricity and heat demand of
farms, while larger installations can supply several hundred households with heat and feed most
of their electricity into the public grid. By operating flexibly, these larger units not only provide
renewable heat and power, but also contribute significantly to grid stability, especially during
demand peaks [30, 31].

Despite these benefits, conventional flexible operation is still limited to electricity and heat
production, and the potential of biogas for advanced synthetic fuel production remains largely
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untapped.

Optimization approaches for flexible plant operation

The increasing complexity of modern energy systems, especially with the integration of flexible
synthetic fuel production, requires advanced scheduling methods to ensure both economic
efficiency and technical feasibility. In this context, mathematical optimization models have
become an essential tool for determining optimal operating strategies for systems with multiple
flexible units.

A typical application is the use of synthetic fuel plants as Demand Side Management (DSM)
options: by operating PtL plants primarily during periods of low electricity prices or surplus
renewable generation, the overall grid can be stabilized and the cost-effectiveness of such
plants can be increased [32]. When these plants are integrated with other units (e.g., CHPUs,
electrolysers, storage), the optimal coordination becomes a challenging scheduling problem,
commonly addressed with mathematical programming.

Various optimization approaches have been proposed in recent literature: For example, Taslimi
et al. developed a MILP-based optimization model for a large-scale green methanol plant in
Denmark, integrating Photovoltaic (PV), grid, electrolyser, methanol synthesis, and district
heating. Their model minimizes annual net costs while considering detailed technical and
contractual constraints, and decides hourly whether to prioritize hydrogen production or direct
electricity sales, depending on market prices [33, 34].

Dotzauer analyzed different component configurations of flexible biogas plants in Germany
by varying parameters such as CHPU overbuilding factor (Power Quotient (PQ))and storage
sizes, using a hybrid optimization approach. The study highlights how investment decisions
and technical restrictions interact, and introduces an efficient search method (Smart Force
Optimization (SFO)) for profitable operating schedules. The models consider dynamic electricity
prices, regulatory frameworks, and detailed cost structures [35].

Güsewell et al. implemented an MILP framework to optimize the hour-by-hour operation of
flexible biogas plants, accounting for binary start/stop decisions, substrate allocation, gas and
heat storage management, and market price signals. Their results demonstrate the importance
of flexible scheduling for economic viability, but also underline the increasing computational
complexity with system size and additional plant combinations [36].

While these approaches demonstrate the state of the art in flexible energy system operation,
several limitations remain. Most models either focus on a single plant type or on relatively simple
system combinations. A model that combines a BGtL system with CHPU does not yet exist.

Summary and Research Gap

In summary, the reviewed literature demonstrates that a broad spectrum of technological
pathways exists for converting biogas into valuable products, ranging from established syngas
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production methods (SMR, POX, ATR, DMR, tri-reforming) to novel low-temperature plasma
processes. The recent innovation low-temperature PC technology promise significant gains in
process integration and energy efficiency, potentially enabling the direct, single-step conversion
of raw biogas into a syngas with an optimal H2/CO ratio for FTS. However, these technology
remain at the experimental stage, and the operational performance and integration into real
energy systems are not yet addressed.

In parallel, the flexible operation of biogas CHPUs has been widely adopted in Germany and
proven to deliver important benefits for grid stability and renewable integration. Yet, the vast
majority of flexible biogas plants are still limited to electricity and heat production; the potential
for producing synthetic liquid fuels, especially in combination with flexible BGtL technologies,
remains unexploited.

While advanced optimization models have been developed for various flexible energy systems, the
existing literature predominantly focuses either on single operating plants or relatively simple
combinations. Integrated operational optimization and economic assessment of biogas plants
that combine both flexible CHPU and BGtL units, especially using the novel PC technology, has
not yet been addressed.

Thus, there is a clear research gap regarding the optimal dimensioning and operation of hybrid
biogas systems that combine flexible electricity generation with advanced synthetic fuel production,
particularly leveraging the novel PC technology. The question of how such integrated systems
can be designed and scheduled to maximize both economic performance and system flexibility
under real market conditions, remains open and forms the focus of this thesis.
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3 Fundamentals

In this chapter, the fundamentals are covered. First, an overview of the current biogas production,
utilization, and market integration is provided. This is followed by a brief introduction to the
BGtL technology and the two technologies used in the reference plant of this work: PCU and
FTS. Next, the structure of the reference system is presented, with a detailed discussion of the
BGtL plant. Finally, the economic evaluation methods used in the cost model are introduced.

3.1 Biogas in Germany: Production, Utilization, and Market Integration

Biogas utilization in Germany

In Germany, around 8,500 biogas plants were operated in 2022 for electricity production, with a
total capacity of 6.5 GW [28]. Approximately 1,500 plants had an installed capacity of up to
75 kWp, 5,000 plants ranged between 75 and 500 kWp, and about 2,000 biogas plants exceeded
500 kWp. The majority of biogas production takes place in agricultural biogas plants (roughly
8,250 sites), where manure, slurry, and renewable raw materials are used for fermentation.
Additionally, 124 waste digestion plants are in operation—over 90% of their substrate input
consists of organic waste—and around 120 co-fermentation plants use a mixture of renewable raw
materials, manure, and organic residues as substrates. In 2021, the total input for on-site biogas
production amounted to approximately 65 million t Fresh Mass (FM) of manure and around 61
million t FM of renewable raw materials. Furthermore, 2–3 million t FM of municipal organic
waste and an additional 3–4 million t FM of other organic residues were used for fermentation
[28].

The technical potential of solid manure and slurry in Germany lies between 153 and 187 million
t FM per year [38], meaning that nearly two-thirds remain unused, indicating a significant
untapped resource.

The composition of biogas depends strongly on the feedstock and the type of fermentation [39,
40]. Agricultural biogas typically contains 55–75 vol.% methane, sewage gas 55–65 vol.%, and
landfill gas 40–45 vol.%. The remainder is mainly carbon dioxide, with smaller amounts of water,
oxygen, nitrogen, ammonia, hydrogen, and hydrogen sulfide [41].

The different gas compositions are also reflected in the mass- and energy-related use of substrates.
Figure 3.1 shows the relationship between mass-based and energy-based substrate utilization in
German biogas plants for 2023. By mass, farm manure/slurry accounted for the largest share
at 50 wt %, followed by renewable raw materials at 41 wt %. Biowaste and residual materials
contributed only 4 wt % and 5 wt %. In terms of energy share, renewable raw materials were
highest with 68% of the total biomass-derived energy, owing to their high methane content of the
produced biogass and thus increased energy density. The energy share of farm manure/slurry
drops to 19% due to its lower methane content. Biowaste remains at 4% energy share, and
residual materials contribute 9%. This clearly demonstrates that the energy density of renewable
raw materials is higher than that of farm manure dew to the higher methane content of the
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Figure 3.1: Substrate use in biogas plants (Germany 2023) (own illustration, based on [37]).

produced biogas. [37]

Flexibilization of Biogas plants

Older biogas CHPU are typically operated for approximately 8,500 hours per year, thereby
providing baseload power. In this mode of operation, neither demand nor market electricity prices
are considered. To make the operation of biogas plants more grid-supportive and economically
attractive, various strategies can be employed. These include the flexibilization and direct
marketing of electricity. [42]
The flexibilization of biogas plants aims to adapt to the supply of weather-dependent renewable
energies. CHPUs are controllable generators and can thus be easily adjusted to meet demand.
However, biogas production in a biogas plant cannot be regulated, necessitating the storage of
biogas during periods when the CHPU is not in operation. This storage can be managed on
a small scale by the biogas fermenter and post-digestion tanks. Consequently, flexibilization
allows the operation of the CHPU to be adjusted according to the demand in the power grid.
Typically, the electricity demand correlates with the market prices. As a result, through direct
marketing and flexibility, a higher price for the fed-in electricity can be achieved compared to the
average price that would be paid with a regular feed-in tariff. Annually, approximately 5 GW of
electricity from biogas plants is fed into the grid. Flexibilization would enable the achievement of
around 10 to 15 GW of flexible peak power, thereby alleviating the power grid during periods of
high residual load. Thus, the flexibilization of biogas plants can play a crucial role in the future
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energy system [43]. [42]

Direct Marketing

Since January 1, 2016, all new renewable energy systems with a rated output of at least 100
kW are required to sell their electricity directly on the electricity market. Remote control by
the distribution grid operator is also mandatory. The major advantage of direct marketing of
the produced electricity is that higher prices than the monthly average market price can be
achieved through flexibility. Thus, higher profits can be obtained compared to the traditional
Erneuerbare-Energien-Gesetz (EEG) remuneration. This makes direct marketing profitable even
for existing plants. [42]

Fundemantals of Biogas CHPUs

In phases where spot-market electricity prices are high, the model dispatches biogas to generate
electricity that can be sold at high electricity prices at the spotmarket. This conversion takes
place in a CHPU. Modern biogas CHP installations predominantly employ spark-ignition (Otto)
engines; approximately two out of three new plants are of this type. [44]

A CHPU simultaneously produces electrical and thermal energy in a single process. The biogas
is combusted in an internal combustion engine, yielding mechanical work and waste heat. The
mechanical energy drives an electrical generator, while the thermal energy is recovered in a heat
exchanger. Thanks to this utilization of waste heat, overall efficiencies of up to 90 % can be
achieved. [44]

Biogas CHPUs are inherently dispatchable: they can start up or shut down and modulate
output to match demand. Historically, most plants operated at baseload. However, in an
increasingly volatile power system, flexibility measures become critical. Enabling rapid load
changes typically requires engine oversizing, additional gas and heat storage, and advanced
control systems. In many regulatory frameworks, operators receive a “flexibility bonus” for each
kilowatt of dispatchable capacity. This incentive offsets the investment costs associated with
oversizing the engine and installing storage, and encourages the flexible operation required to
integrate variable renewable generation. [29, 44]

3.2 Introduction to the Biogas-to-Liquid technology

BGtL is part of the Power-to-X technologies. Power-to-X refers to processes that make renewable
electrical energy storable in other forms. In BGtL, the biogas is converted into syngas via a
gasification process powered by renewable electricity. This syngas is then transformed into liquid
fuels in a synthesis step (for example, FTS or methanol synthesis).

Figure 3.2 shows an overview of a BGtL plant, using the reference plant described in this work as
an example. The produced biogas is converted into syngas in a PC process driven by renewable
electricity. The syngas is then fed into the FTS unit and converted into FT-syncrude. In the
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reference plant for this thesis, the process ends here. But to make the syncrude suitable for
aviation, however, it must undergo an additional upgrading process to yield the final SAF.

Figure 3.2: Biogas-to-Liquid Concept Diagram (own illustration).

3.3 Basics of the Plasmacracking Process

Plasma is defined as an ionized gas. PC, therefore, describes the process in which a gas is
transformed into an ionized gas, creating plasma. The state of plasma cannot be clearly assigned
to the three known states of matter (solid, liquid, and gaseous), which is why plasma is often
referred to as the fourth state of matter (see Figure 3.3). For a gas to become plasma, an input
of energy is required. This energy input causes the atoms and molecules of the gas to ionize,
forming plasma. [45]

Figure 3.3: The four aggregate states [46].

The required energy can be thermal, electrical, or electromagnetic. The energy excites the
electrons, causing them to move towards and collide with the neutral particles of the gas. These
collisions can be elastic or inelastic. In an elastic collision, there is no change in the charge of
the neutral particles, but their kinetic energy is increased. In inelastic collisions, which occur at
sufficiently high electron energy, the electron structure of the impacted, previously neutral particle
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is altered to form ions, changing the internal energy of the molecule. Electrical plasmolysis
can be distinguished by the wavelength and frequency used, with common methods utilizing
low-frequency waves, radio waves, and microwaves. [45, 47]
In the reference model, PC is implemented using microwaves. The gas mixture of CO2, CH4, and
water, along with a support gas (e.g. argon or nitrogen), is subjected to plasmolysis. Through
plasmolysis, the bonds within the gases are cracked and new bonds are formed. It is expected
that carbon monoxide, carbon dioxide, and hydrogen will be produced.

CO2 + H2 + H2O + CO + CH4 + . . . → xCO + yH2 + zCO2 (3.1)

By adjusting the reactants, the ratio of the reaction products can be altered, which can influence
the resulting synthesis gas. [45]

3.4 Basics of the Fischer-Tropsch Synthesis

During a synthesis, several starting materials are combined and, under specific temperatures and
pressures that trigger reactions, a new starting material or materials are formed. For instance,
using carbon monoxide and hydrogen as syngas, various hydrocarbon compounds, described as
syncrude, can be produced, which can serve as a basis for fuels.In this work, the FTS is applied,
which is therefore described in more detail.

The FTS takes its name from Franz Fischer and Hans Tropsch, who developed the concept in
the 1920s [48]. The process is now widely applied, with numerous commercial plants operating
on syngas derived from coal or biomass feedstocks [49]. It is a polymerization process in which
predominantly gaseous, liquid, and solid hydrocarbons of different chain lengths are obtained
from synthesis gas. This results in gaseous hydrocarbons (C1–C4), gasoline (C5–C10), diesel
(C11–C18), and waxes (C19+), which are also desribed as FT-syncrude. The basic equation of
the FT process is shown in Equation 2. [48]

CO + 2H2 ↔ [−CH2−] + H2O; ∆H0
R = −165 kJ

mol (3.2)

In reality, the reaction is much more complex, as various reactions occur depending on a multitude
of parameters. For precise calculations, the Anderson–Schulz–Flory (ASF) distribution can be
utilized. The ASF distribution is a probability function that describes the formation of n-chain
hydrocarbons based on the chain growth probability α. Figure 3.4 shows the product distribution
as a function of the chain growth probability α. [45, 48]

Cobalt or iron are used as catalysts in industrial applications [50]. The product distribution is
specific to the catalyst used, the gas composition and reaction conditions such as temperature
and pressure [51].

It is important to note that a CO2-based FTS process exists [53], but it is not utilized in this
thesis and will therefore not be discussed further.
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Figure 3.4: Product distribution of an FTS process according to the ASF model [52].

3.5 Structure of the reference system consisting of BGtL and CHP units

In this chapter, the reference plant for which the simulations were performed is introduced, and
the BGtL plant is described in detail.

The reference plant is a hypothetical model consisting of six main components. Biogas is produced
in a biogas plant equipped with a BGS unit that allows storing of the biogas. There are two
possible utilization routes for the biogas. The first route is the electricity generation in a CHPU;
in this process, waste heat is also produced, which is likewise utilized and marketed within the
system. The second route leads to the BGtL plant. Here, in the first step, the biogas is converted
into synthesis gas in a PCU. This synthesis gas can be stored in a SGS tank and then converted
into FT-syncrude in an FTS plant. The flexible units in the system are the CHPU and the PCU:
in an overbuild scenario, they can be operated flexibly, whereas the biogas plant and the FTS
operate at constant rated capacity. The structure of the reference plant is shown in Figure 3.5.

Presentation of the BtL system in Detail

The configuration of the BGtL plant is based on the planned pilot plant of the Plasma2X project.

In the Plasma2X project, a BGtL pilot plant will be developed and constructed with the help of
research and industry partners. This plant will chemically decompose raw biogas through a PC
process, allowing the elemental components to be recombined to produce CO2-neutral liquid fuels
(for aviation or maritime use) via synthesis. A key component, in addition to PC, is a membrane
separation. By cleverly combining membranes with different selectivities, unreacted feedstocks
or by-products can be recirculated, and synthesis gas can be concentrated. This intermediate
product will then react in either a FTS or methanol synthesis to produce liquid fuels. In this
thesis, however, only the FTS is used as the synthesis unit. [54]

13



Fundamentals

Figure 3.5: Structure of the BGtL system in combination with the CHPU.
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Components of the BtL Plant

1. Water Heater 6. Compressor Gasmixture 11. Compressor H2
2. Biogas Heater 7. H2/CO-Membrane Seperation 12. Syngas Storage Tank
3. Mixing Section 8. CO/CH4-Membrane Seperation 13. Heater Syngas
4. PC Reactor 9. H2/CO2-Membrane Seperation 14. FTS Reactor
5. Water Seperator 10. H2/Residual-Membrane Seperation 15. Seperator Hydrocarbons and Water

Figure 3.6: BGtL plant process flow diagram (above) with legend of numbered components (below).
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Detailed Description of the Plasma-to-X System Components

This section describes the functions of the individual components of the BGtL plant. Figure 3.6
shows a flow diagram with a table containing all components of the BGtL process. The detailed
thermodynamic calculations for each component and the material streams are provided in the
Appendix.

Water Heater (1)
The Water Heater not only raises the feed water temperature to approximately 105 °C, but also
fully vaporizes it to produce steam.

Biogas Heater (2)
Analogous to the Water Heater, the Biogas Heater heats both the fresh biogas feed and the
recycled gas from the membrane separation to 105 °C. These recycled gases are those that were
not cracked in the PC processes. To increase overall efficiency, they are returned to the PC step
for a second pass.

Mixing Section (3)
In the Mixing Section, the steam, fresh biogas and recycled gas streams are combined at ambient
pressure and at roughly 105 °C, ensuring a uniform feed to the PC reactor.

Plasmacracking Reactor (4)
Inside the PC Reactor, a microwave generator ignites and sustains a plasma. This plasma cracks
the incoming gas molecules—methane, carbon dioxide and water vapor—into their constituent
fragments, primarily CO and H2, which serve as syngas for the subsequent FTS. An inert gas
(e.g. argon or nitrogen) is also injected. In this model, only 20 % of the feed gas is cracked on
each pass; the remaining 80 % bypasses the plasma and is recycled back into the biogas feed
after the membrane seperation.

Water Separator (5)
To protect the membranes from liquid, uncracked steam is condensed out in a Water Separator.
This cools the gas mixture to about 25 °C and removes liquid water.

Compressor Gasmixture (6)
The dry gas mixture is then compressed from ambient pressure up to 30 bar, the operating
pressure required for the membrane separation trains and the FTS Process.

Membrane Separation Section (7–10)
After compression to 30 bar, the mixed gas enters the first membrane unit. Here it is roughly
split into two streams:

• a retentate stream rich in carbon monoxide and methane, and

• a permeate stream rich in hydrogen (with some residual gases).

The hydrogen-rich permeate is sent to a second membrane, where carbon dioxide is removed and
returned to the Biogas Feed. It then passes a third membrane to filter high-purity hydrogen; any
residual gas left over is recycled back between the Water Separator (5) and the Gas Mixture
Compressor (6).
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Meanwhile, the CO/CH4 retentate from the first membrane is directed to a fourth membrane
module. There carbon monoxide is separated out as a pure syngas stream, and the methane that
passes through is recycled into the biogas feed.

Syngas Compressor (11)
Because the H2 stream drops below 30 bar during membrane separation, it must be recompressed
to 30 bar before blending with the CO stream. The two high-pressure streams are then merged
to form the final syngas.

SGS Tank (12)
In flexible operation scenarios the PC reactor is oversized to respond to electricity market signals,
while the FT plant remains at nominal capacity. Thus, excess syngas must be temporarily stored.
A buffer tank holds the syngas until the FT reactor can process it.

Syngas Heater (13)
Syngas from either the SGS or directly from the membranes is preheated to 250 °C in a heat
exchanger ahead of the FTS reactor.

FTS Reactor (14)
The FTS reactor converts syngas into long-chain hydrocarbons, also called FT-syncrude which
consists of: gasoline, diesel, kerosene, waxes and water. This reaction is strongly exothermic;
in this thesis the released heat is recovered to drive the three heat exchangers (Water Heater,
Biogas Heater and Syngas Heater).

Hydrocarbons & Water Separator (15)
Finally, the FTS product stream (hydrocarbons plus water) is sent to a separator. In industrial
practice multiple stages are used, but here we assume a single unit for simplicity. Unconverted
syngas are not separated but recycled back into the syngas feed upstream of the Syngas Heater.
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3.6 Economic Evaluation Methods

In this chapter the formulas used for the cost calculations are presented. These are structured
into the Cost Comparison Calculation, Profit Calculation and ROI (based on [55]).

Cost Comparison Calculation

The calculation of total costs C combines the capital costs CCapital and the variable costs Cvar.
The capital costs consist of the linear depreciation—calculated as the difference between the
initial investment cost C0 and the salvage value L (in this thesis assumed to be zero for all assets
at end-of-life) divided by the asset lifetime N—and the interest on the tied-up capital, computed
as the average of C0 and L divided by two and multiplied by the interest rate i:

C = CCapital + Cvar = C0 − L

N
+ C0 + L

2 · i+ Cvar (3.3)

Profit Calculation

The profit Π is calculated as revenues Rrev minus total costs C.

Π = Rrev − C (3.4)

Return on Investment (ROI) Calculation

The ROI is defined as profit Π divided by the ACE, expressed here as half the initial investment
C0/2, and multiplied by 100 to yield a percentage:

ROI = Π
ACE

· 100 = Π
C0
2

· 100 (3.5)
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4 Methodological Approach

This chapter describes the methodology applied in this thesis.

4.1 Conceptual Framework and Model Workflow

The basis of the referenced BGtL unit of this thesis was the BGtL plant planned in the Plasma2X
project and the question of how this plant, with its novel low-temperature microwave PC
technology for syngas production followed by FTS, could be integrated into the existing Biogas
plant market. Because the BGtL plant consumes electricity to convert biogas into syngas, while
the most widespread way of utilising biogas is to generate electricity in a CHPU, a market
concept emerged: combine the two plant types and operate them in response to electricity market
signals. When electricity prices are high, the CHPU converts biogas into electricity; when prices
are low, the electrically driven PCU converts the biogas into syngas. Thus, the CHPU acts as an
intelligent electricity producer, and the PCU as an intelligent electricity consumer.

To simulate this plant combination, it was clear from the beginning that an optimisation model
would be required to generate an electricity-price-driven operating schedule. The work therefore
began with model development. A literature review provided an overview of existing projects
with comparable optimisation models. Although a number of projects were identified, they were
only partly comparable with the reference plant, so a completely new model was written. The
optimisation logic of existing models was consulted, but the modelling Framework (objective
function, constraints and parameter sets) was developed primarily from the literature and at the
beginning a rudimentary model was created, in which the model parameters were supplemented
by placeholders and the constraints had to be further elaborated.

Once a basic model structure had been defined, the next step was to program the model. The task
required a structured, easily understood codebase and a method of visualising the optimisation
results. Python was chosen because it requires no licence, offers many libraries and is easy to
understand, making the code reusable, adaptable and suitable for further research.

After setting the modelling environment and creating the theoretical model, it had to be
transferred into program code. Among other resources, OpenAI’s ChatGPT was used to convert
the model into Python quickly; the specific role of ChatGPT is explained separately in Chapter
4.2.

In this phase, an optimisation script and a main script were produced. The main script handled
the initialisation of simulation parameters - still placeholders at this stage - and all data handling.
It transferred the simulation parameters and the optimisation window with electricity market
data to the optimisation script (which contained the model) and received the optimised plant
schedule and parameters in return.

To test the model for errors, a visualisation of the optimisation window was implemented simul-
taneously, allowing the optimisation behaviour to be inspected and adjusted visually. Meanwhile,
research on the individual simulation parameters started so that placeholders could be replaced
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with real values. To make the model as realistic as possible, the simulation parameters were
derived from extensive literature research; in the case of the novel PC technology, comprehensive
thermodynamic calculations were carried out to evaluate the operating parameters.

Once the parameters had been fixed, the program code had to be extended with cost calculations.
A separate script now receives the cost and revenue parameters of the simulation and calculates
total costs, profit and ROI. It was decided to use the ROI as the final output parameter so that
simulation results could be compared.

Because one of the main objectives - and the thesis title itself - was the determination of optimal
expansion strategies for BGtL plants and Biogas-CHPUs in flexible biogas facilities, various
expansion scenarios had to be developed and simulated. Therefore variable simulation parameters
representing these different expansions were defined and embedded in the main script.

Finally, the code was extended with a function that visualises all results in a heatmap.

After the main simulations with the various variable parameters had been carried out and
evaluated, it became apparent that further simulations - one to determine the optimal syncrude
price for the BGtL plant and another to quantify a potential flexibility bonus for the BGtL plant
- would complete the thesis. These additional simulations were therefore conducted, and their
results were evaluated and discussed.

4.2 Use of AI for Program Code Generation

This section explains clearly when and how OpenAI ChatGPT was used in the present thesis.
The system served only as a tool that converted existing ideas into working Python code more
quickly; no scientific concepts or interpretations were produced by the Artificial Intelligence (AI)
itself.

Implementation of the MILP model in Python

ChatGPT was first employed to translate the MILP optimisation model taken from the literature
into a Python implementation that relies on the pyomo library. At the same time, a basic
framework for simulation, data handling, and result storage was generated. Because the original
conversations were very long, the text below presents a short example prompt that asked
ChatGPT to insert the objective function into the Python model. For complex queries of this
kind, the o3 or o4-mini models were primarily used; for smaller, straightforward requests, the
GPT-4o model was chosen to save resources and obtain faster responses.
User Prompt

Hello ChatGPT ,
could you please add the following objective function to my Python

model ?
I am working with Pyomo and CPLEX , and the model is already structured

as shown below :
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- Previous Code -

This is the objective function :

- Objective Function -

Listing 1: Example: Implementation of the Objective Function in Python (User prompt)

ChatGPT response

# -------------------------------------------------
# 1. Helper coefficients for the objective
# -------------------------------------------------
def chp_coef_init (m, t):

""" Slope for the CHP term:
p_t if p_t > θ

p_t - θ else (== - (θ - p_t))"""
p = m. price[t]
return p if p > m. theta else p - m.theta

m.c_CHP = pyo.Param(m.T, initialize = chp_coef_init , mutable = False)

# Plasma - cracking term is always – F_power_PC * p_t
m.c_PC = pyo. Param (m.T,

initialize = lambda m, t: -F_power_PC * m.price [t],
mutable = False )

# -------------------------------------------------
# 2. Objective – maximise total revenue
# -------------------------------------------------
def obj_rule (m):

return sum(
m.c_CHP [t] * m.P_CHP[t] + # CHP contribution ( possibly

negative )
m.c_PC[t] * m.P_PC[t] # PC contribution ( negative price

flips sign)
for t in m.T

)

m. total_revenue = pyo. Objective (rule=obj_rule , sense =pyo. maximize )

Listing 2: Example: Implementation of the Objective Function in Python (ChatGPT response)

The code produced by ChatGPT served as a starting point and was adapted step by step until
the final version was obtained. The development process consisted of alternating rounds of
manual editing and additional requests to ChatGPT for more complex adjustments.
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Tool for Chart Generation

ChatGPT was also used to create several figures for the thesis. Instead of asking for new visual
layouts, the desired appearance was described precisely, and ChatGPT delivered an initial code
draft in the same style as already existing figures, for example:
User Prompt

Hello ChatGPT ,
I have the following electricity market data that I would like to

visualize using Python code. The data is saved in a txt file and
stored in the same folder as the Python file:

Data:
data.txt

Please make sure that the chart is created in the same style as my
previous charts :

- Here is the program code for an already created chart -

Listing 3: Example: Chart generation (User prompt)

ChatGPT response

import pandas as pd , matplotlib . pyplot as plt , matplotlib .dates as
mdates

from matplotlib . ticker import ScalarFormatter
import numpy as np

plt. rcParams [’font.size ’] = 13

df = pd. read_csv (’data.txt ’, sep =’\t’,
parse_dates =[’Time ’], dayfirst =True)

df[’Price_kWh ’] = df[’Price [e/MWh ]’] / 1_000

#-------------------------------------------------
# 1) Time - series plot
#-------------------------------------------------
fig , ax = plt. subplots ( figsize =(9, 4))
ax.plot(df[’Time ’], df[’Price_kWh ’], lw=1, color=’k’)
ax.set( title =’15- min Intraday Auction \nDE -LU 2023’ ,

xlabel =’Month ’, ylabel =’Price (e/kWh) ’)
ax.xaxis. set_major_locator ( mdates . MonthLocator ())
ax.xaxis. set_major_formatter ( mdates . DateFormatter (’%b ’))
ax.yaxis. set_major_formatter ( ScalarFormatter ())
ax.grid(ls=’--’, alpha =.4)
fig. tight_layout ()
fig. savefig (’ timeseries .png ’, dpi =350)

#-------------------------------------------------
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# 2) Empirical CDF
#-------------------------------------------------
p = np.sort(df[’Price_kWh ’]); r = np. arange (1, len(p) + 1)
fig2 , ax2 = plt. subplots ( figsize =(9, 3.5))
ax2.step(r, p, where=’mid ’, lw=1, color=’k ’)

ax2. axvline ((p >= 0). argmax () + 1, ls=’--’, c=’g’)
ax2. axvline ((p > 0.18). argmax () + 1, ls=’--’, c=’orange ’)

ax2.set(title=’ Empirical CDF 2023’ ,
xlabel =’ Interval rank ’, ylabel =’Price (e/kWh)’,
xlim =(20 , len(p)), ylim =( -.1, .3))

ax2.yaxis . set_major_formatter ( ScalarFormatter ())
ax2.grid(ls=’--’, alpha =.4)
fig2. tight_layout ()
fig2. savefig (’cdf.png ’, dpi =350) ; plt.show ()

Listing 4: Example: Chart generation (ChatGPT response)

Further refinements were added later, but the draft shortened the overall work time. Without
ChatGPT the figures would likely have been more basic, even though producing them still
required considerable effort.

Help with Debugging

ChatGPT also supported the debugging of the optimisation model. The extract below shows a
representative interaction that helped to identify the reason for an infeasible model.

User Prompt

Hello ChatGPT ,
can you see , why my model is not feasable ? This is the callback :

Problem not solvable : infeasible
Period 0 not solvable . Skipping this period .

And this is my Model , that I changed a little bit and now the error
occurs :

- Model with Objective Function and Constraints - (code omitted for
brevity )

Do you have an idea , why the error occurs now?

Listing 5: Example: Debugging (User prompt)

ChatGPT response

Why CPLEX declares the model " infeasible "
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-----------------------------------------

‘optimize_for_period_PC () ‘ now contains two hard equalities that cannot
be satisfied simultaneously for every 15- minute step , once you look at
the units and the "/4" scaling you introduced :

Step Supplies syngas Mandatory demand
------------------------------------------------------------------
Plasma - cracking output P_Plasmacracking [t] *

PC_Production_Factor
FTS consumption Syngas_Demand_FTS [t] =

PC_Production_Factor *
P_Plasmacracking_max /
(4 * PQ_PC)

1. Supply is capped four -times lower than before
P_Plasmacracking [t] ≤ ( P_Plasmacracking_max / 4) *

plasmacracking_on [t]

2. Demand is still based on the full , unscaled P_Plasmacracking_max .
Unless PQ_PC equals 4 (and the cracker runs at max every step) the
storage balance

V_Syngasstorage [t] = V_Syngasstorage [t -1]
+ P_Plasmacracking [t] * PC_Production_Factor
- Syngas_Demand_FTS [t]

drives V_Syngasstorage negative almost instantly . Because
V_Syngasstorage ≥ 0, CPLEX reports

Problem not solvable : infeasible

Listing 6: Example: Debugging (ChatGPT response)

In this case the infeasibility was caused by an unintended four-fold increase in biogas consumption
by the PCU. This error drove the biogas storage below zero and violated the capacity limit
constraint. After ChatGPT pointed out the inconsistency, the model could be corrected quickly.

Summary

ChatGPT was therefore used as a tool for

• generation of Python code for the MILP model and overall simulations,

• creation of plotting scripts for the figures, and

• location and correction of coding errors during debugging.
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All scientific ideas, model logic, and final interpretations were developed by the author; ChatGPT
helped with the technical implementation and accelerated the process.
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5 Simulation Parameters and Assumptions for the MILP Model

To develop the simulation program code, a literature review and state-of-the-art survey were first
conducted for the six main units (Biogas Plant, BGS, CHPU, PCU, SGS, and FTS). This enabled
the determination of the necessary simulation parameters. In this chapter, the methodology
for evaluating each simulation parameter as well as the simulation parameters themselves are
presented.

Since the individual plant components are treated separately below, this section first outlines the
assumptions made for the system as a whole. For simplicity, it is assumed that Operational Expen-
diture (OPEX) and the nominal cost of debt are independent of each plant’s size. Furthermore,
all plants are assumed to share the same nominal cost of debt of 6% [56].

The thermodynamic calculations for the biogas costs and the BGtL plant can be found in the
appendix in chapters A.1.3 and A.1.5.

5.1 Constant Simulation Parameters for the Biogas Plant

This section presents the constant parameters for the biogas plant. These are divided into
economic and financial parameters—including specific investment costs, OPEX, lifetime and
nominal cost of debt—and biogas production costs, which cover substrate costs and electricity
consumption.

Economic and Financial Parameters for the Biogas Plant

Since the rated power varies across scenarios, Capital Expenditure (CAPEX) data for biogas
plants of different sizes were compiled and fitted to a power-law function. Table 5.1 summarizes
the reference CAPEX values, and Figure 5.1 shows the resulting fit.

Table 5.1: Specific investment costs for a Biogas Plant

Rated Power [kWp] Specific Investment
Costs [€ × 103]

Source

75 560; 548 [44, 57]
150 710; 705 [44, 57]
250 1,100; 1,190; 1,175 [44, 57]
500 1,780; 1,800 [44, 57]
750 2,350; 2,325 [44, 57]
1,000 2,670; 2,750; 2,700 [44, 57]
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Figure 5.1: Biogas Plant (Consisting of: Substrate storage, Digester, Fermentation residue
storage, Planning, Land Cost): Specific Investment Costs (Data from [44, 57]).

The fitted correlation is
C0, Biogas Plant(P) = 33246.95 · P0.64, (5.1)

where P denotes the rated power in kWp.

Furthermore, the OPEX—comprising maintenance and repair costs—are assumed to be 4% of
the CAPEX per year [44], and the plant lifetime is set to 20 years [44]. Table 5.2 lists the
parameters of the biogas plant.

Table 5.2: Economic parameters of the Biogas Plant.

Parameter Value Unit Source
OPEX 4 (3.5-5.0) % [44]
Lifetime 20 years [44]
Nominal cost of debt 6 % [56]

Biogas Production Costs

For the simulations, it was also necessary to know the biogas production costs. To this end, the
substrate for biogas production was first determined. In order to ensure good comparability, it
was decided to base this on the national average in Germany. As shown in Figure 3.1, biogas
substrates in Germany consist of 41 wt % renewable raw materials and 50 wt % farm manure [37].
The remaining 9 wt % [37], comprising biowaste and residual materials, were not considered here.
Of the farm manure, 69 wt % is cattle slurry [58], and 65 wt % of the renewable raw materials is
maize [59]. Therefore, a substrate mixture of 45 wt % maize silage and 55 wt % cattle slurry was
used for the simulations.

In the next step, the biogas composition had to be determined. Based on literature values for
different substrate types, the following composition was assumed for the simulations: maize silage
yields 52–54.5 vol.% CH4 and 40.5–43 vol.% CO2 [60, 61], while cattle slurry yields 55–57 vol.%
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CH4 and 40–42 vol.% CO2 [60, 61]. The residual gases (H2O, NH3, H2S) account for 3–5 vol.%
[60, 61]. For the simulations, it was assumed that the biogas contains 54 vol.% CH4, 41 vol.%
CO2 and 5 vol.% residual gases. Since hydrogen sulfide in the residual gas is harmful to the
process and plant components, it is assumed that the residual gas is removed. This results in a
biogas composition of 57 vol.% CH4 and 43 vol.% CO2.

In the next step, the substrate cost in €/Nm3 of produced biogas was determined using the
biogas yield and the substrate prices. The necessary values for the calculation are listed in
Table 5.3. It was assumed that cattle slurry is sourced free of charge from a nearby farm and
that maize silage costs 40 €/t Organic Solids (OS) [61]. The detailed calculation is provided in
the appendix. This yields substrate costs of 0.158 €/Nm3 of produced biogas.

Table 5.3: Characteristics of substrates for biogas production [61].

Substrate Total Solids
(TS) [%]

Organic Total
Solids (oTS)
[%]

Biogas Yield
[Nm3/t oTS]

Cost [€/t OS]

Cattle manure 10 80 380 0
Silage maize 35 95 650 40

For the targeted H2/CO ratio of 2.2, the following stoichiometric equation is obtained:

4 CH4 + CO2 + 3 H2O → 5 CO + 11 H2 (5.2)

In the next step, the molar ratio of CH4 to CO2 in the produced biogas was compared to
the optimal molar ratio for PC (4:1) to determine whether the biogas needed treatment. The
produced biogas has a CH4:CO2 molar ratio of approximately 4:3, whereas the stoichiometry of
the PC process requires 4:1. Therefore, a solution was needed to adjust this ratio.

Essentially, there are three options to address this issue:

1. Use the biogas at 4:3 and remove 2/3 of the CO2 after PC (which would increase volumetric
flow and thus component and energy costs).

2. Co-feed biomethane to raise the ratio to 4:1.

3. Upgrade the biogas before PC by removing 2/3 of the CO2.

For the simulations, the third option was chosen: reduction of the CO2 content via a biogas
upgrading process.

Using these proportions, the electricity demand for biogas production was then determined.
The digester requires 3.8 % of the Lower Heating Value (LHV) of the upgraded biogas, and the
upgrading process requires 2.9 % of that LHV [61]. The LHV of the upgraded biogas (80 vol.%
CH4) is 7.96 kWh/m3 [62], yielding an electrical demand of 0.533 kWh/m3 of upgraded biogas.
It was assumed that the required thermal energy (13 % of the biogas LHV [61]) is supplied via
internal recovery.
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The biogas production costs are summarized in Table 5.4.

Table 5.4: Biogas production costs.

Parameter Value Unit Source
Substrate cost 0.158 €/Nm3

biogas [61]
Electricity demand 0.533 kWh/Nm3

upgraded biogas [61]

5.2 Constant Simulation Parameters for the CHPU

This section presents the constant parameters for the CHPU. These are divided into investment,
operating, and performance parameters—including specific investment costs, OPEX, lifetime,
efficiencies, minimum runtime/off-time, minimum part-load, and nominal cost of debt—as well as
the electricity sales price, which comprises the remuneration value, service fee, and Value Added
Taxes (VAT); the biogas heat remuneration, which comprises the heat tariff and the marketable
share; and finally, the flexibility bonus.

Investment, operating, and performance parameters CHPU

For the CHPU, CAPEX data were also collected and a curve-fitting procedure was used to derive
a correlation. The collected data are presented in Table 5.5 and the fitted correlation is shown in
Figure 5.2.

Table 5.5: Specific investment costs for a CHPU

Rated Power [kWp] Specific investment
costs [€/kWp]

Source

10 4,000 [63]
250 1,300 [64]
500 1,000 [64]
750 900 [64]
1,000 800 [64]
2,000 400 [63]

The fitted correlation is
C0, CHPU(P ) = 42336.51 · P 0.40, (5.3)

where P denotes the rated power in kWp.

Furthermore, OPEX were assumed to amount to 3 % of CAPEX per year [65–67]; the electrical
efficiency is 40 % [68–71], the thermal efficiency is 45 % [68, 70], and the lifetime was assumed to
be 60,000 Full Load Hours (FLH) for units below 1,000 kWp and 80,000 FLH for units above
1,000 kWp [44, 72, 73]. A minimum runtime and offtime of one hour were assumed to reduce
wear from highly fluctuating operation and thereby extend equipment life. This value was chosen
based on engineering judgment and technical discussion. In addition, a minimum part-load of
70 % of nominal capacity is assumed to maintain both efficiency and durability under turndown
conditions [74–76]. Since typical start-up and shutdown times for a CHPU are around 5 and
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Figure 5.2: CHPU: Specific investment Costs (Data from [63, 64]).

2 minutes, respectively [77], these were neglected to allow faster solution of the optimization
problem. Table 5.6 lists the parameters of the CHPU.

Table 5.6: Economic parameters of the CHPU.

Parameter Value Unit Source
OPEX 3 (1–4) % [65–67]
Lifetime 60,000; 80,000 FLH [44, 72, 73]
Electrical efficiency 40 (30–40) % [68–71]
Thermal efficiency 45 (40–45) % [68, 70]
Nominal cost of debt 6 % [56]
Minimum runtime/offtime 1 h –
Minimum part-load 70 % [74–76]

Electricity Sales Price

The sales price of electricity fed into the grid consists of four components: the spot market
price (which changes every 15 minutes), the remuneration value, VAT, and a service fee. In this
model, Direct Marketing is applied. Under Direct Marketing, the electricity is marketed via a
direct marketer. This allows the plant operator to benefit from flexible operation and fluctuating
market prices.

Figure 5.3 illustrates the principle of Direct Marketing. A remuneration value is assigned to the
plant, representing the minimum price that the operator will receive for the electricity. If the
spot price falls below the remuneration value electricity is fed into the grid, the difference (market
premium) is paid by the grid operator. By flexible operation, the operator can nonetheless sell
most of the electricity at high spot prices to capture higher revenues. The spot market payment
is subject to 19 % VAT [79]. In addition, the direct marketer charges a service fee of 3 % [80]. No
tax is applied to the premium paid by the grid operator [81].

The remuneration value is determined by the biogas auction procedure. In biomass auctions, the
lowest bids (in cent/kWh) receive awards until the target volume is reached. Under the “pay-as-
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Figure 5.3: Principle of the Direct Marketing (own illustration, based on [78])

bid” principle, each awarded plant is paid its own bid price [82]. To identify a representative
remuneration value for the simulations, awarded values from 2019 to 2024 were plotted (see
Figure 5.4). The average value has risen over time—from just over 12 cent/kWh in November
2019 to a peak of about 18.5 cent/kWh in April 2023—before settling at approximately 17.5
cent/kWh. Based on these data, a remuneration value of 18 cent/kWh was chosen for the
simulations.

Figure 5.4: Average Remuneration Values from the past years (own illustration, Data from:
[83–93])

Table 5.7 lists the parameters for direct marketing.

Biogas Heat Remuneration

To qualify for the electricity feed-in tariff, at least 60% of the heat must be utilized [94]. Of this,
25% [94] is consumed by the digester itself. In practice, marketing the excess heat is challenging,
as a local heat off-taker is required and demand varies seasonally (higher in winter than in
summer) [94]. Therefore, this study assumes that only 50% of the producible heat can be sold.
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Table 5.7: Parameters for Direct Marketing

Parameter Value Unit Source
Remuneration value 18.0 cent/kWh [83–93]
Service fee 3 % [80]
VAT 19 % [79]

Together with the 25% self-consumption for the fermenter, this yields an overall heat utilization
rate of 75%.

Biogas heat prices vary widely in practice, ranging from 0 to 9 cent/kWhth, with an average of
2.6 cent/kWhth [95]. These fluctuations are driven by the type of heat use, pricing model, and
supply level [96]. For the simulations, a heat tariff of 2.6 cent/kWhth is assumed. The parameters
for heat utilization are listed in table 5.8.

Table 5.8: Parameters for biogas heat utilization

Parameter Value Unit Source
Heat tariff 2.6 (0–9) cent/kWhth [44, 95]
Marketable share 50 % –

Flexibility Bonus

For plants in Germany commissioned after 1st of August 2014, a flexibility bonus can be claimed
under § 50a of the EEG 2023 for additional installed CHP capacity if the plant exceeds 100
kW. This bonus amounts to 65 €/kW per year and is paid out over a period of 20 years. The
flexibility bonus is also listed again in table 5.9.

Table 5.9: CHPU flexibility bonus

Parameter Value Unit Source
Flexibility bonus 65 €/kW·a § 50a EEG 2023

5.3 Constant Simulation Parameters for the PCU

This section presents the constant parameters for the PCU components. These include investment,
operating, and performance parameters—such as the specific investment costs, OPEX, lifetime,
minimum runtime/off-time, minimum part-load, and nominal cost of debt—as well as the three
factors used to determine rated power in the simplified simulation: the power scaling factor, the
biogas consumption factor, and the syngas production factor; and, finally, water costs.

Investment, operating, and performance parameters for the PCU

For the planned 10 kW PC pilot plant in the Plasma2X project, the investment cost is approxi-
mately 400,000 €. As this is a First-Of-A-Kind (FOAK) system, the costs are very high and
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there are no comparable values to be found in the literature. Using an experience curve function,
the specific production cost CQ for a cumulative number of plants Q can be forecast. Here, C1

denotes the cost of the first plant (400,000 €) and b is the experience curve parameter [97]:

CQ = C1 ·Qb (5.4)

The parameter b represents the slope of the experience curve on a double-logarithmic plot. It can
be derived from the Learning Rate (LR), which describes the percentage cost reduction when
cumulative production doubles. For energy technologies, LR is approximately 20% [97]. This
means costs decrease by 20% each time cumulative production doubles.

LR = 1 − 2b (5.5)

The resulting experience curve is shown in Figure 5.5.

Figure 5.5: Experience Curve Model for the PC Technonoly plant.

It is a matter of interpretation when a technology reaches its break-even point and attains a
stable, representative investment cost. In the literature, up to ten units are often assumed to
establish this learning plateau [98]. Therefore, in the simulations it was assumed that ten PCUs
have already been produced to derive a representative investment cost. Applying the experience
curve function then yields an estimated cost of 190,000 € for the tenth PCU.

Next, the impact of plant size on investment cost is determined via the scaling effect, using a
power-law relationship (Eq. 5.6). Here, C is the expected cost, S the plant size, Cr the cost of
the reference plant (190,000 €), Sr its size (10 kW), and f the scale factor. For chemical process
equipment, f = 0.6 [99] is commonly assumed:

C0 = Cr ×
( S

Sr

)f
(5.6)

The resulting Cost Scaling Function is shown in Figure 5.6.
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Figure 5.6: Cost Scaling Function for the PC Technonogy plant.

This results in the following formula:

C0(S) = 190, 000€ ·
( S

10kW

)0.6
(5.7)

Since the reference PCU is a pilot installation, no long-term OPEX or lifetime data are yet
available. Therefore, assumptions have been aligned with those for the FTS plant and the CHPU.
Accordingly, an OPEX of 4 % of CAPEX per year and an expected lifetime of 20 years are
adopted for the PC pilot plant. In terms of part-load operation, a minimum load of 70 % of
nominal capacity is assumed, following the CHP assumptions. A minimum runtime and offtime of
one hour are also imposed to reduce wear from frequent cycling. Startup and shutdown durations
are neglected to simplify the optimization model. All parameters are summarized again in table
5.10.

Table 5.10: Economic and operating parameters of the PCU

Parameter Value Unit
OPEX 4 % per year
Lifetime 20 years
Nominal costs of debt 6 % per year
Minimum runtime/offtime 1 h
Minimum part-load 70 %

Electricity Costs

To respond to fluctuating electricity market prices, a dynamic electricity tariff is assumed in the
simulations [100]. This tariff comprises the European Energy Exchange AG (EEX) intraday price,
grid charges, and taxes and levies. In 2023, taxes and levies for industrial customers amounted
to 2.86 cent/kWh [101], and electricity grid charges to 3.30 cent/kWh [102]. The electricity costs
are listed in table 5.11.
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Table 5.11: Composition of electricity costs for industrial customers

Parameter Value Unit Source
Taxes and levies (2023) 2.86 cent/kWh [101]
Electricity grid charges (2023) 3.30 cent/kWh [102]

Rated Power of the PCU Components of the Reference System

To estimate the plant’s energy requirements, the nominal power of each component was
calculated using thermodynamic balances (see Appendix A.1.3 and the Python script
thermodynamic_calculations.py in the digital appendices). Table 5.12 lists these rated
capacities, separated into thermal and electrical outputs for both the PCU and the FTS Plant.
The two systems are distinguished because, in the simulations, the PC Reactor and its auxiliaries
are operated flexibly, whereas the FTS Plant runs at steady load.

The net thermal balance of −9.63 kWth indicates that the process rejects more heat than it
consumes. Accordingly, the heat required by the three heaters (Water Heater, Biogas Heater,
and Syngas Heater) is assumed to be fully supplied by the combined waste heat of the other
components, so no external heating is needed. The total electrical demand of 14.16 kWel falls
entirely on the PC side: 10.00 kWel for the microwave reactor, about 3.00 kWel for the gas-mixture
compressor, and 1.10 kWel for the hydrogen compressor; the FTS Plant requires no additional
electrical power under the chosen operating conditions.

Table 5.12: Rated power of the PC components of the reference system.

Component Thermal Power
(kWth)

Electrical
Power (kWel)

Plasmacracking Plant
Water Heater 5.68
Biogas Heater 0.59
PC Reactor 10.00
PC Reactor (waste heat) -1.00
Water Separator (waste heat) -2.01
Gas-mixture Compressor 3.06
Gas-mixture Compressor (waste heat) -3.82
Hydrogen Compressor 1.10
Hydrogen Compressor (waste heat) -1.16
FTS Plant
Syngas Heater 1.77
FTS Reactor (waste heat) -8.14
Separator Hydrocarbons/Water (waste
heat)

-1.54

Total -9.63 14.16

The fact that the entire plant has an electrical demand of 14.16 kWel while the PC reactor itself
is 10.00 kWel allows the scaling of the entire PCU for different reactor sizes. This scaling is
essential for the simulations of varying plant sizes. The overall power-scaling factor of the PCU
is therefore 1.416 kWPCU,total/kWPC-Reactor.
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Two further essential factors for the simulations are the biogas consumption factor and the syngas
production factor. These indicate how much biogas is consumed per kWh of PC reactor power
and how much syngas is produced per kWh. Table 5.13 summarizes the biogas and syngas flows
for the reference plant. At an energy input of 10 kWh, 4.108 Nm3 of biogas is required (0.819 Nm3

CO2 and 3.289 Nm3 CH4) and 13.144 Nm3 of syngas is produced (4.124 Nm3 CO and 9.020 Nm3

H2). Thus, the biogas consumption factor is 0.4108 Nm3/kWh and the syngas production factor
is 1.3144 Nm3/kWh. Here, it is assumed that the plant behaves identically at different scales; in
reality, some minor deviations can be expected.

Table 5.13: Scaling factors of the PCU

Parameter Value Unit
Power scaling factor (total/reactor) 1.416 kWPCU,total/kWPC-Reactor
Biogas consumption factor 0.4108 Nm3/kWh
Syngas production factor 1.3144 Nm3/kWh

Water Costs

In addition to biogas, water is required for the PC process. The water cost per unit of biogas
feed is calculated below. An average water price in Germany is assumed, comprising drinking
water and wastewater charges. Total water costs amount to approximately 4.00 €/m3 [103, 104].
The reference plant consumes 7.960 L/h of water for a biogas feed rate of 4.108 Nm3/h (see
Table A.3). This corresponds to 1.938 L of water per Nm3 of biogas, resulting in water costs of
0.00775 €/Nm3

Biogas Feed. The water costs are listed in table 5.14.

Table 5.14: Water costs for the PC process.

Cost Component Value Unit Source
Water cost 0.00775 €/Nm3

biogas feed [103, 104]

5.4 Constant Simulation Parameters for the FTS

This section presents the constant parameters for the FTS. These include investment, operating,
and performance parameters—such as the specific investment costs, OPEX, lifetime, LHV of the
syncrude, syncrude production factor and nominal cost of debt—as well as the selling price of
the Syncrude.

Investment, operating, and performance parameters for the FTS

For the FTS, CAPEX data were also collected and a curve-fitting procedure was used to derive
a correlation. However, it must be mentioned that the data researched are from FTS reactors
with a rather high capacity. No representative data was found for small plants. The collected
data are presented in Table 5.15.

The fitted correlation is shown in Figure 5.7.
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Table 5.15: Specific investment costs for FTS reactors

Rated Power [MWp] Specific Investment Costs [€/kW] Source
2 2,955 [105]
5 1,300 [106]
23 808 [105]
50 700 [106]
57 619 [105]
114 503 [105]
200 408 [106]
228 400 [105]

Figure 5.7: FTS: specific investment costs (data from [105, 106]).

The fitted correlation is
C0, FTS(P ) = 24881.57 · P 0.66, (5.8)

where P denotes the rated power in MWp.

OPEX are assumed to be 4 % per year of CAPEX, lifetime is assumed to be 25 years, and
the interest rate is 6 % per annum. The lower heating value of the produced syncrude (C5+

hydrocarbons) is 44.2 MJ/kg [107–109]. From the syngas produced by the 10 kW PC reactor,
2.326 kg of syncrude are synthesized (C5+ hydrocarbons; see Table A.3). Thus, per kWh of
PC energy, 0.2326 kg of syncrude is produced. The FTS plant matched to a 10 kWPC reactor
therefore has an effective capacity of approximately 28.5 kWp (based on the LHV of the produced
syncrude). The parameters are summarized in table 5.16.

Table 5.16: Parameters for the FTS plant

Parameter Value Unit Source
OPEX (% of CAPEX) 4 (2–7) % [106, 110–112]
Lifetime 25 (25–30) years [106, 110, 113]
Interest rate 6 % [105]
LHVSyncrude 44.2 MJ/kg [107–109]
Syncrude production factor 0.2326 kg/kWhPC −Reactor –
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Selling Price of the Produced FT-Syncrude

For the simulations, a representative FT-Syncrude price was selected based on literature values for
the current production costs of renewable FT-Syncrude, as summarized in Table 5.17. Reported
prices range from 1.4 to 5.8 €/kgSyncrude [25–27].

Table 5.17: Current production cost ranges for renewable FT-Syncrude

Cost Range Unit Source
1.4–4.3 €/kgFT-Syncrude [25]
2.6–4.8 €/kgFT-Syncrude [26]
1.6–5.8 €/kgFT-Syncrude [27]

An average price of 3.5 €/kgSyncrude was assumed for the simulations, reflecting costs for renewable
FT-Syncrude (conventional FT-Syncrudes are typically less expensive). In Chapter 8.4, syncrude
prices will be varied.

Post-synthesis upgrading of the FT-Syncrude (hydrocracking, isomerization, distillation, desul-
furization, etc.) falls outside the scope of this work; therefore, a simplified assumption of 5
% additional cost relative to the production cost is applied [26, 114]. Deducting this upgrade
surcharge yields a net selling price of 3.325 €/kgSyncrude. The assumed price is shown in table
5.18.

Table 5.18: Assumed net selling price of FT-Syncrude

Parameter Value Source
Net selling price 3.325 €/kgSyncrude [25–27]

5.5 Constant Simulation Parameters for the BGS

This section presents the constant parameters for the BGS. These include investment and
operating parameters—such as the specific investment costs, OPEX, lifetime, storage capacity
and nominal cost of debt.

Investment and Operating Parameters for the BGS

CAPEX data for the BGS were collected for different storage capacities and visualized via curve
fitting (see Figure 5.8). Unlike the other assets, where specific investment costs decrease with
scale, the BGS exhibits an approximately linear cost–capacity relationship:

C0, BGS(V ) = 10.11 · V + 15, 570.68, (5.9)

where V denotes the rated biogas capacity in 103 m3.

OPEX and lifetime for the BGS are assumed to correlate with those of the biogas digester.
Table 5.19 summarizes these parameters. According to practical engineering recommendations,
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Figure 5.8: BGS: Specific investment costs (data from [64, 115]).

the storage duration should be increased by at least 10 hours for each overbuilding factor [116]. In
this study, each overbuilding factor (CHPU and PCU) was assumed to extend the biogas storage
by 12 hours (0.5 days). If the overbuilding factor of a unit is less than or equal to 1, or the unit
does not exist (PQ = 0), this term does not contribute to the storage requirement (Explanations
on overbuilding (PQ value) are provided later in Chapter 7.1). The formula ensures that the
storage duration can never become negative:

Effective Storage Duration BGS [days] = [max(0, PQCHPU − 1) + max(0, PQPCU − 1)] · 0.5
(5.10)

All parameters are summarized in table 5.10.

Table 5.19: Economic and operating parameters of the BGS

Parameter Value Unit Source
OPEX 7 % of CAPEX same as biogas digester
Lifetime 20 years same as biogas digester
Nominal cost of debt 6 % [56]
Effective Storage Duration BGS Equation 5.10 days [116]

5.6 Constant Simulation Parameters for the SGS

Finally, this section presents the constant parameters for the SGS. These include investment and
operating parameters—such as the specific investment costs, OPEX, lifetime, storage capacity
and nominal cost of debt.
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Investment and Operating Parameters for the SGS

Due to limited data on large-capacity SGS tanks, generic hydrogen storage cost data were
adopted, assuming that CO and H2 are mixed and stored together as syngas. This represents a
significant simplification, as the specific technical and economic aspects of SGS—such as whether
CO and H2 are stored separately or jointly—are not further considered here. The underlying
assumption is that storage costs for syngas are comparable to those for hydrogen, regardless of
the exact storage method. This approach was chosen because syngas storage constitutes only
a minor aspect of this work, and a detailed investigation of storage technologies would exceed
the scope of this thesis. For the purposes of the present analysis, it is therefore simply assumed
that syngas can be stored appropriately, irrespective of the precise technical implementation.
Reported specific costs range from 20–100 €/Nm3

H2
[117], 33–44 €/Nm3

H2
[118], 42.3 €/Nm3

H2

[119], and 52.8 €/Nm3
H2

[120]. The various specific cost parameters are summarized in table 5.20.

Table 5.20: Specific investment costs for SGS

Specific investment
costs

Unit Source

20–100 €/Nm3
H2

[117]
33–44 €/Nm3

H2
[118]

42.3 €/Nm3
H2

[119]
52.8 €/Nm3

H2
[120]

An average cost of 50 €/Nm3 was assumed and a linear relation applied and is shown in figure
5.9:

Figure 5.9: SGS: Specific investment costs.

C0, SGS(V ) = 50 €/Nm3 · V, (5.11)

where V denotes the rated syngas capacity in Nm3.

OPEX for the SGS are assumed to be 1.5 % of CAPEX per year [60], with a lifetime of 20 years
[121, 122] and an interest rate of 6 % per annum [105]. The established sizing principle based
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on storage days is also applied for the SGS. Since the SGS is exclusively supplied by the PCU,
its required storage capacity is determined solely by the overbuilding factor of that unit and is
calculated as follows:

Effective Storage Duration SGS [days] = [max(0, PQPCU − 1)] · 0.5 (5.12)

These parameters are summarized in Table 5.21.

Table 5.21: Economic and operating parameters of the SGS

Parameter Value Unit Source
OPEX (of CAPEX) 1.5 % per year [60]
Lifetime 20 (20–25) years [121, 122]
Interest rate 6 % per annum [105]
Effective Storage Duration SGS Equation 5.12 days [116]

5.7 Market Data: Intraday Auction Prices

In addition to defining the main plant parameters, appropriate electricity market data were
selected to drive the optimization. Fifteen-minute Intraday Auction prices for the Ger-
many–Luxembourg bidding zone in calendar year 2023 were obtained from EPEX SPOT SE.
The intraday auction was preferred over the day-ahead market because actual intraday trading
prices more accurately reflect short-term adjustments in generation and load. Data retrieval was
conducted via an InfluxDB data source in the Competence Center für Erneuerbare Energien und
EnergieEffizienz (CC4E) Grafana dashboard. Each timestamp corresponds to the clearing price
(€/MWh) of the respective 15-minute call auction. The 15-Minute Intraday Auction Clearing
Price data for the year 2023 is shown in the figure 5.10.

To reconcile the availability of day-ahead information with the realism of intraday dynamics,
the simulation was initialized at 13:00 p.m. on January 1st, 2023—immediately after EPEX
SPOT publishes day-ahead prices for the following delivery day. At this point, perfect foresight
of day-ahead prices was assumed; thereafter, the actual 15-minute intraday prices were applied
to capture subsequent market imbalances. This procedure ensures that the simulation operates
as if driven by known day-ahead prices while still reflecting true intraday price fluctuations in
each quarter-hour interval.

Spotmarket Price Threshold for CHPU operation

In the optimization model, a spot market price threshold was introduced to indicate whether
operating the CHPU at a given time is economically advantageous or whether it is better to
store biogas. This threshold was developed to address an issue with the objective function,
which maximizes system revenue over the 140 quarter-hour intervals without distinguishing
the magnitude of that revenue. As a result, the biogas storage was routinely emptied even at
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Figure 5.10: 15-Minute Intraday Auction Clearing Prices for the Germany–Luxembourg Bidding
Zone, January–December 2023 (own illustration, Data from: [123])

low—but still slightly positive—spot prices, since any incremental increase in revenue, however
small, contributed to the objective and was thus favored. The model could not anticipate that
significantly higher spot prices might occur later, in which case retaining biogas for future
conversion would be more profitable.

To resolve this, the threshold signals when CHPU operation becomes more economical than
biogas storage. Because spot prices fluctuate seasonally and the model aims to reflect realistic
plant operation, the threshold is recalculated dynamically from historical prices at the start
of each optimization run. Specifically, if the spot price exceeds the threshold - corresponding
to the cutoff above which the highest 20 % for a double overbuild CHPU, 10 % for a triple
overbuild CHPU and for higher overbuilding 5% of spot prices over the past 7 days lie - the
CHPU is dispatched. As the CHPU is increasingly overbuilt, its operation should become more
selective, responding primarily to high spot market prices. Consequently, its FLH decrease, and
the threshold must be adjusted upwards in line with the level of overbuilding. For January 2023,
December 2023 prices from the same dataset were used to compute the threshold, as December
2022 prices were artificially elevated by the energy crisis. Figure 5.11 shows the threshold’s
evolution over the entire simulation period.

No threshold was required for the PCU, since its operation is most profitable at low or even
negative spot prices. This does not conflict with the objective function because, for the PC
process, the spot price enters as a cost (negative contribution) rather than as revenue (positive
contribution), so the model naturally schedules its operation at the lowest available prices.
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Figure 5.11: Market Price Thresholds for the Year 2023 in Daily Resolution (own illustration).

6 Development and Structure of the Optimization Model

In this chapter, the structure of the optimization model and the program code is explained.
Since the optimization model is the core of the codebase, it is described first, followed by a basic
overview of the program’s framework.

6.1 Presentation of the MILP model

Optimization modeling is a mathematical approach used to identify the best solution to a
problem from a set of possible alternatives, while taking into account specified constraints and
objectives. The model is composed of three elements: the objective function, decision variables,
and constraints. [124]

The optimization model developed in this thesis is a deterministic, multi-period MILP problem
whose aim is to maximize total revenue by deciding, at every quarter-hour interval, whether to
operate the CHPU or the PCU. It is deterministic because all inputs - intraday spotmarket prices,
initial storage levels, conversion efficiencies, and technical limits - are known and fixed, yielding
a uniquely defined objective. It is multi-period in that operational decisions (unit on/off status,
start/stop transitions, storage balances, and minimum run - and down-time requirements) are
linked across successive time steps. By combining continuous variables (power outputs; flow and
storage volumes) with binary variables (unit on/off; start/stop indicators), the model becomes a
mixed-integer problem. Finally, it is linear since both the objective function (maximizing revenue
via an arbitrage strategy) and all constraints (energy and mass balances; capacity bounds; logical
conditions) are expressed as linear relationships, enabling systematic exploration of the solution
space to identify the optimal dispatch: when market prices are low, the PCU is run to consume
electricity, and when prices are high, the CHPU is run to generate revenue.
The optimization model and its data are implemented and solved in a Python program using the
Pyomo library and the CPLEX solver.
The model builds upon the fundamentals of the unit commitment problem and the arbitrage
model; these two concepts are therefore explained in the following sections.
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Basic Ideas of the UCP

The UCP is a fundamental challenge in energy management that focuses on the optimal scheduling
of power plants. The objective is to determine which generation units should be turned on or
off at specific times while considering technical, economic, and environmental constraints. Key
factors include minimum run times, startup and shutdown costs, fluctuating energy prices, and
load demands. The UCP plays a crucial role in the integration of renewable energy sources, as it
enables the efficient utilization of flexibility in conventional and modern power plants to ensure
an economical and reliable energy supply. [125–128]

Basics of the Arbitrage Model

Closely related to the UCP is the Arbitrage Model. This model focuses on maximizing profit
through the temporal shifting of energy flows. By leveraging price differences in the electricity
spotmarket, the Arbitrage Model identifies opportunities to optimize revenue. Typically, energy
storage systems are utilized, allowing energy to be stored during periods of low prices and
discharged during periods of high prices. In addition to storage systems, flexible electricity
producers, such as combined heat and power plants, can adapt their operations to spotmarket
price fluctuations. The model considers constraints such as storage capacity, minimum and
maximum power output and runtime and operational costs while aligning energy production or
consumption with market signals. [129, 130]

Sets Used in the Optimization Model

Table 6.1 lists the sets used in the optimization model. In this model, the only set is the discrete
time steps at 15-minute intervals over the optimization horizon.

Set Description
T Discrete time steps (e.g. 15-minute intervals over the optimization horizon)

Table 6.1: Index sets

The optimization window comprises 140 time steps, each representing 15 minutes. This choice
reflects the fact that quarter-hourly spot market prices for the following day are published daily
at 1:00 p.m. Accordingly, a new optimization run begins at 1:00 p.m each day and extends until
11:45 p.m of the next day, totaling 140 quarter-hour intervals. Since the optimization restarts
at 1:00 p.m, the period from 1:00 p.m to 11:45 p.m is simulated twice. This overlap allows the
model to “look ahead” and smooth the transition between consecutive optimization runs. In
other words, the 1:00 p.m to 11:45 p.m interval is re-optimized with the updated price data of
the next day, enabling a refined schedule that adapts to the later spot market prices.
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Parameters Used in the Optimization Model

In Table 6.2, the parameters of the optimization model are summarized. These parameters are
known and remain constant over the optimization horizon.

Parameter Description Units
pt Electricity price at time t €/kWh
SBG

0 , SSG
0 Initial biogas / syngas storage m3

Rmin, Dmin Minimum run time / down time for each unit periods
Pmax

CHPU, Pmin
CHPU Max. / min. electrical output of CHPU kW

Pmax
PCU, Pmin

PCU Max. / min. power of PC reactor kW
ηel

CHPU, ηth
CHPU Electrical and thermal efficiency of CHPU –

LHVBG LHV of biogas kWh/m3
FBG, PCU Biogas consumption Factor PCU m3 /kWh
FSG, PCU Syngas production Factor PC m3 /kWh
Fpower, PCU Power Scaling Factor PC kWtotal/kWPC-Reactor
V max

BG , V max
SG Max. Storage capacity (biogas, syngas) m3

V BG
production Biogas production m3
θ Threshold price for CHPU operation €/kWh

Table 6.2: Model parameters

Decision Variables Used in the Optimization Model

Table 6.3 lists the decision variables. Continuous variables describe power, flows and storage levels;
binary variables capture unit on/off and start/stop decisions; zt represents revenue contribution.
These parameters change over the optimization horizon.

Variable Description Unit Type
PCHPU

t Electrical output of CHPU at t kWh continuous ≥ 0
PPCU

t Power of PCU at t kWh continuous ≥ 0
SBG

t , SSG
t Biogas / syngas storage level at t m3 continuous ≥ 0

fBG
t,u Biogas flow into unit u ∈ {CHPU,PCU, Storage} m3 continuous ≥ 0
ySG

t Syngas sent to FTS at t m3 continuous ≥ 0
uCHPU

t , uPCU
t On/off status of CHPU / PCU at t - binary

σCHPU
t , σPCU

t Start indicator for CHPU / PCU at t - binary
δCHPU

t , δPCU
t Stop indicator for CHPU / PCU at t - binary

zt Revenue contribution at time t € continuous

Table 6.3: Decision variables

Objective Function Used in the Optimization Model

The objective is to maximize total revenue over all time steps:

max
∑
t∈T

zt (6.1)
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where each zt is defined piecewise as

zt =


−PCHPU

t (θ − pt) + PPCU
t Fpower,PCU (−pt), pt ≤ θ,

PCHPU
t pt + PPCU

t Fpower,PCU (−pt), pt > θ.

Interpretation

• If pt ≤ θ:

– The term −PCHP
t (θ − pt) penalizes running the CHPU at low prices—larger gaps

θ − pt yield more negative contribution.

– The PCU term PPCU
t Fpower,PCU (−pt) multiplies by the negated spot price, so oper-

ation when pt is negative (i.e. being paid to consume) produces a positive revenue
contribution.

• If pt > θ:

– The CHPU term PCHPU
t pt rewards producing electricity at market price pt.

– The PCU term remains PPCU
t Fpower,PCU (−pt), ensuring that even when pt is just

above zero, consumption revenues from PCU are still captured.

Constraints Used in the Optimization Model

Unit Commitment Logic

The binary on/off status ut and the start σt / stop δt indicators enforce consistent transitions:

σu
t ≥ ut − ut−1, σu

t ≤ ut, σu
t ≤ 1 − ut−1,

δu
t ≥ ut−1 − ut, δu

t ≤ ut−1, δu
t ≤ 1 − ut,

for u ∈ {CHPU,PCU} and all t, with u−1 initialized to the known off/on state at t = 0.

• ut = 1 if the unit is running during period t, and ut = 0 otherwise.

• σu
t = 1 precisely when the unit starts up at t (transition off→on).

• δu
t = 1 precisely when the unit shuts down at t (transition on→off).

Minimum Run and Down Times

Once a unit starts, it must remain on for at least Rmin periods; once it stops, it must remain off
for at least Dmin periods. For the CHPU:
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t+Rmin−1∑
k=t

uCHPU
k ≥ Rmin σ

CHPU
t ,

t+Dmin−1∑
k=t

(
1 − uCHPU

k

)
≥ Dmin δ

CHPU
t ,

and analogously for the PCU. These constraints ensure that whenever σu
t = 1 (a start event),

the unit stays on for the next Rmin time steps, and whenever δu
t = 1 (a stop event), the unit

remains off for the next Dmin time steps.

Energy Balance and Capacity Limits

The energy balance constraints translate biogas flows into electrical power, and the capacity
limits enforce technical bounds:

PCHPU
t =

(
fBG

t,BGP→CHPU + fBG
t,BGS→CHPU

)
ηel

CHPU LHVBG,

PPCU
t =

fBG
t,BGP→PCU + fBG

t,BGS→PCU
FBG,PCU

,

Pmin
u uu

t ≤ P u
t ≤ Pmax

u uu
t , Su

t ≤ V max
u , ∀u ∈ {CHPU,PCU}, t ∈ T.

• The CHPU energy balance computes the electrical output PCHPU
t by summing the biogas

flow from the plant (fBG
t,BGP→CHPU) and from storage (fBG

t,BGS→CHPU), then multiplying by
the lower heating value LHVBG and the electrical efficiency ηel

CHPU.

• The PCU energy balance computes the PCU reactor power PPCU
t by taking the biogas flow

drawn directly from the plant (fBG
t,BGP→PCU) and the flow drawn from storage (fBG

t,BGS→PCU),
summing them, and dividing by the biogas consumption factor FBG,PCU, which represents
the volume of biogas (m3) required per kWh of PCU output.

• Unit capacity limits enforce that each unit’s output P u
t lies between its minimum part-load

Pmin
u and maximum capacity Pmax

u , but only when the unit is on (uu
t = 1).

• Storage capacity limits ensure that the stored volume Su
t never exceeds the maximum

storage V max
u (and is implicitly non-negative).

Storage Dynamics

SBGS
t = SBGS

t−1 + fBG
t,BGP→BGS −

(
fBG

t,BGS→CHPU + fBG
t,BGS→PCU

)
,

SSGS
t = SSGS

t−1 + PPCU
t FSG, PCU − ySG

t ,

previous

• The biogas storage balance updates the biogas stock SBGS
t by taking the level SBGS

t−1 , adding
the biogas sent from the biogas plant to storage fBG

t,BGP→BGS, and subtracting the biogas
withdrawn from storage to feed the CHPU (fBG

t,BGS→CHPU) and the PCU (fBG
t,BGS→PCU).
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• The syngas storage balance updates the syngas stock SSGS
t by taking the previous level

SSGS
t−1 , adding the syngas produced by the PCU (the product of PPCU

t and the syngas
production factor FSG,PCU), and subtracting the syngas delivered to the FTS ySG

t . Since
in the model the FTS is assumed to run continuously at a constant nominal rate, ySG

t is
constant.

Biogas Flow Balance

fBG
t,BGP→CHPU + fBG

t,BGP→PCU + fBG
t,BGP→BGS = V BG

production, ∀t ∈ T.

• The biogas flow balance ensures that at each time step t, the total biogas produced
V BG

production is exactly allocated to the three possible outlets—direct feed to the CHPU
fBG

t,BGP→CHPU, direct feed to the PCU fBG
t,BGP→PCU, and storage fBG

t,BGP→BGS.

6.2 Code Structure and Simulation process flow

This chapter briefly explains the Python code used for the simulations. The entire Python source
code is included in the digital appendix. Figure 6.1 illustrates the flowchart of the program and
the process is explained in detail below.

At the beginning, the variable simulation parameters, which are explained in detail in the
following chapter 7.1, are initialized. In addition, the text file containing the electricity market
data is read. The different scenarios are implemented with nested loops: for every variable
simulation parameter there is one loop, so that every parameter combination is simulated. The
outermost loop varies the biogas Consumption Ratio (CR), the next loop the Biogas plant size,
then the loop for the overbuilding of the CHPU, and the innermost loop the overbuilding of
the PCU. In this way, the various overbuilding stages of the variable simulation parameters are
varied first.

Once the parameter combination is set, simulation-dependent parameters are calculated - these
include the power output and volumetric flow of the biogas produced, the power outputs of
CHPU, PCU, and FTS, the storage capacities, and the CHPU threshold. After all parameters
have been established, the optimization stage follows. The optimization is embedded in a loop
that runs 365 times - once for each day of the one year simulation period. Optimization always
starts at 1 p.m. each day. This imitates the electricity market, where day-ahead prices are
published daily at 1 p.m. Because the model optimizes from 1 p.m. to 11:45 p.m. of the following
day, and one time step equals 15 minutes, the optimization window spans 140 time steps (35
hours). A new optimization is started every 96 time steps (24 hours). Before each optimization
run, parameters such as the CHPU threshold and the current storage levels are updated. The
threshold is calculated from the spot-market prices of the past seven days, and the storage levels
(BGS and SGS) are taken either from the previous optimization result (the 96th value of the
prior run) or—during the first run—from initialized default values.

Depending on whether the CHPU is combined with BGtL, running in single operation, or the
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Figure 6.1: Flowchart of the Programcode.
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BGtL unit is in single operation, one of three optimization functions is called and all necessary
parameters are handed over. The optimization is then solved for the 140 timesteps, respecting
the chosen objective function and all constraints, and produces an optimal plant dispatch for that
period. Figure 6.2 shows an example optimization horizon; the black line - the spot-market price
- makes the individual time steps clearly visible, and the influences of the defined constraints are
also evident.

Figure 6.2: Illustration of a optimization window, to explain the MILP model.

After optimization, the revenues per time step - generated electricity, generated heat, and
produced syncrude - are calculated, as well as the electricity costs of the PCU. These results,
together with other parameters such as storage levels (BGS and SGS) and the power outputs
of PCU and CHPU, are stored in separate lists. These lists are returned to the main script as
function outputs. There, the optimization step can be visualized if desired, and parameters
relevant for later cost calculations are updated. Because only the first 96 time steps actually
occur while the remaining 44 will be re-optimized (optimization every 96 steps with a 140-step
window), the relevant lists for revenues, electricity costs, and CHPU power must be shorted to
the first 96 values. Only the CHPU power list is needed for the subsequent cost calculation,
because it is used to compute the FLH and therefore the lifetime; this is unnecessary for the
other units, whose lifetime does not depend on FLH. The truncated lists are appended to further
lists that grow with each completed optimization. The loop then jumps back to the beginning,
and the next day is optimized, continuing until the entire year has been processed.

Once the full year has been simulated, the annual sums of CHPU revenues (electricity and heat),
BGtL revenues (syncrude sales), PCU electricity costs, and CHPU power output are formed.
All parameters are then passed to a function that determines the ROI. This function in turn
calls other functions to compute the individual costs of each component. Every plant type has
its own function that calculates investment costs based on rated power or capacity and there
specific investment cost functions established in Chapter 5. OPEX and other variable costs are
also determined individually. The biogas plant, FTS, and both storage units incur only OPEX as
variable costs. The CHPU has OPEX plus biogas substrate costs; the PCU has OPEX, biogas
substrate costs, and water costs. The biogas substrate costs are calculated in a separate function,
which - based on the biogas CR - splits gas consumption between PCU and CHPU and allocates
costs accordingly. PCU water costs are likewise calculated in their own function. Because CHPU
lifetime depends on FLH, a dedicated function computes the CHPU lifetime from the total
optimized annual output and rated power.
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After investment and variable costs are known, a cost calculation (with function 3.6) is performed
for each plant. To determine profits separately for CHPU and BGtL, the costs of the biogas
plant and BGS are apportioned to both plant types according to the biogas CR. CHPU costs
thus comprise CHPU costs plus a share of biogas plant and BGS costs. BGtL costs consist of
PCU, FTS, SGS, and the corresponding shares of biogas plant and BGS costs. CHPU revenues
are increased by a flexibility bonus calculated in its own function. With the resulting costs
and revenues, the profits of the main plants (CHPU and BGtL) and the total system profit
are determined (with function 3.6). Finally, using these profits and the previously calculated
investment costs, the ROI is computed (with function 3.6). ROI and all additional parameters
are returned to the main script.

Back in the main script, the ROI is stored in a list associated with the specific PQ variation. The
simulation for this parameter combination then ends and proceeds to the next simulation with a
different PQ variation. After all PQ variations for a given biogas CR and biogas plant size have
been simulated, a heat map of the collected ROIs is generated and saved, making it possible
to compare the different simulations. The program then moves on to the next simulation by
changing the biogas plant size, or - if all sizes have been processed - by changing the biogas CR.
In this way, the program runs through every simulation, varying all combinations of the variable
parameters, and terminates when all parameter combinations have been iterated. Throughout,
heatmaps are produced for each biogas CR and biogas plant-size combination, displaying the
various overbuilding stages.
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7 Implementation of the Simulations

Having introduced the model and program code as well as the general workflow, this chapter
now focuses on the simulations that were conducted. First, the variable simulation parameters
are presented, followed by a description of the simulation scenarios that were carried out.

7.1 Parameter Variations for the Simulation Scenarios

To determine optimal expansion strategies, it was necessary to define variable simulation param-
eters whose variation enables the simulation of different expansion scenarios for the biogas plant.
Three distinct variable simulation parameters were identified, which will be examined in more
detail in this chapter.

Different Biogas Plant Sizes

The first variable parameter is the biogas plant size. Three capacity classes are considered:
small (75 kW), medium (500 kW) and large (2,000 kW) biogas plants. These classes reflect the
distribution of plant sizes in Germany: approximately 18% of installations are up to 75 kW,
about 59% range from 75 kW to 500 kW, and around 23% exceed 500 kW [28]. The chosen
capacities therefore cover the full spectrum of typical scales. Table 7.1 summarizes the selected
capacities.

Table 7.1: Rated Capacity of the Biogas Plant: Parameter Variations

Rated Capacity Description

75 kW Represents a small-scale biogas plant.
500 kW Represents a medium-scale biogas plant.
2,000 kW Represents a large-scale biogas plant.

Biogas Consumption Ratio: Distribution Between PCU and CHPU

The Biogas CR (BiogasCR) is used to assess the impact of the biogas distribution between the two
systems (CHPU and BGtL) on overall economic performance. For example, it helps determine
whether it is advantageous to design both units to consume equal amounts of biogas or if one
unit should be sized smaller than the other.

Specifically, the BiogasCR defines the biogas allocation between the CHPU and the BGtL system.
A ratio of 0.5 indicates that both units are designed to consume equal amounts of biogas. In a
0.75 ratio, the BGtL consumes 75 vol.% of the produced biogas, while the CHPU uses 25 vol.%.
Conversely, a ratio of 0.25 implies that the BGtL receives 25 vol.% of the biogas, with the CHPU
consuming the remaining 75 vol.%. Table 7.2 summarizes these three parameter variations.
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Table 7.2: Biogas Consumption Ratio: Different Parameter Variations

Parameter Explanation

0.5 Both units consume equal amounts of biogas.
0.75 The BGtL plant consumes 75 vol.% of the biogas and the CHPU 25 vol.%.
0.25 The BGtL plant consumes 25 vol.% of the biogas and the CHPU 75 vol.%.

Overbuilding Stages of the PCU and the CHPU

“Overbuilding” denotes the ratio between a main unit’s rated power and the biogas plant’s design
capacity. In this work, the PQ formalizes overbuilding as

PQi = Prated,i

Prated, biogas
· V̇biogas, i

V̇production
(7.1)

where Prated,i is the rated electric power of unit i, Prated, biogas the biogas plant’s design output,
V̇biogas, i the biogas flow consumed by unit i, and V̇production the total biogas production rate.

In the model, the CHPU and the PCU are the two flexible units. The FTS runs at constant rated
power and is not overbuilt. A higher PQ grants greater flexibility to match volatile electricity
prices, at the expense of higher investment costs. Three PQ levels are tested (Table 7.3), plus a
zero-PQ case representing single-operation.

Table 7.3: Overbuilding Stages (PQ): Parameter Variations

PQ Description

0 Only one main unit is installed (single-operation)
1 No overbuilding (continuous operation, 24 h/day)
2 Double overbuilding (on average 12 h/day)
3 Triple overbuilding (on average 8 h/day)

In total, this yields 15 distinct overbuilding scenarios when combining PQ values for both flexible
units.

Impact of Overbuilding and Biogas Consumption Ratio

Since the distinction between the PQ and the BiogasCR is not immediately obvious, Figure 7.1
illustrates their combined effect on the optimization model. The figure shows four daily scenarios,
plotting biogas consumption (y-axis) against time of day (x-axis) for two plants under each
scenario.

In the first scenario (BiogasCR = 0.5, PQ 2:2), both plants run for 12 h and each consumes
exactly half of the total biogas over the day. When the PQ parameter is changed to 1:3 (while
the BiogasCR remains 0.5), Plant 1 operates continuously for 24 h and Plant 2 for only 8 h.
However, because the CR is still 0.5, each plant’s total biogas intake over 24 h remains equal.

In the second scenario (BiogasCR = 0.25, PQ 2:2), both plants again run for 12 h, but Plant 1
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consumes only 25% of the biogas and Plant 2 consumes 75% over the day. Changing PQ to 1:3
shifts Plant 1’s operating time to 24 h and Plant 2’s to 8 h, yet the 25/75 split in daily biogas
consumption is preserved.

In summary, the PQ parameter governs the distribution of operating hours between plants over
a given period, while the BiogasCR fixes each plant’s share of total biogas usage.

Figure 7.1: Example of the relationship between Overbuilding and Biogas CR.

7.2 Simulation Setups

This section describes the simulations conducted in the context of this thesis. In total, three
different simulation runs were performed.

Main Simulation Setup

The first and largest simulation run is referred to in the following as the Main Simulation run. In
this simulation run, the constant simulation parameters researched and calculated in section 5 as
well as the variable simulation parameters introduced in section 7.1 were initialized in the program
code. The constant simulation parameters are summarized again in Table 7.4. Furthermore, the
derived equations for the specific investment costs of the respective plants were applied, and the
electricity market data introduced in section 5.7 were used.

The variable parameters described previously were also initialized as follows:

PBiogasPlant ∈ {75, 500, 2, 000} kW, PQPCU ∈ {0, 1, 2, 3}, PQCHPU ∈ {0, 1, 2, 3},

BiogasCR ∈ {0.25, 0.5, 0.75}.

A total of 135 simulations were performed (combinations with both PQPCU = 0 and PQCHPU = 0
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Table 7.4: Overview of constant simulation parameters.

Parameter Value
Economic parameters
Lifetime Biogas plant 20 years
OPEX Biogas plant 4 % of CAPEX per year
Lifetime CHPU 60,000; 80,000 FLH
OPEX CHPU 3 % of CAPEX per year
Lifetime PCU 20 years
OPEX PCU 4 % of CAPEX per year
Lifetime FTS 25 years
OPEX FTS 4 % of CAPEX per year
Lifetime BGS 20 years
OPEX BGS 7 % of CAPEX per year
Lifetime SGS 20 years
OPEX SGS 1.5 % of CAPEX per year
Nominal cost of debt (all plants) 6 % per year
Operational parameters
Electrical efficiency CHPU 40 %
Thermal efficiency CHPU 45 %
Minimum runtime/offtime (CHPU, PCU) 1 h
Minimum part-load (CHPU, PCU) 70 %
BGS capacity (PQCHPU+PCU) · 0.5 days
SGS capacity (PQPCU) · 0.5 days
Initial Storage levels 50 %
Financial parameters
Substrate cost 0.158 €/Nm3

biogas
Electricity demand biogas upgrading 0.533 kWh/Nm3

upgraded biogas
Water cost 0.00775 €/Nm3

upgraded biogas
Remuneration value (Direct marketing) 18.0 cent/kWh
Service fee (Direct marketing) 3 %
VAT 19 %
Heat tariff 2.6 cent/kWhth
Marketable heat share 50 %
Flexibility bonus 65 €/kW·a
Net selling price FT-syncrude 3.325 €/kg
Taxes and levies (2023) 2.86 cent/kWh
Electricity grid charges (2023) 3.30 cent/kWh
Calculation Factors BGtL Plant
Power scaling factor 1.416 kWtotal/kWPC-Reactor
Biogas consumption factor 0.4108 Nm3/kWh
Syngas production factor 1.3144 Nm3/kWh
Syncrude production factor 0.2326 kgSyncrude/kWhPC −Reactor
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were skipped, as no plant operation exists in these scenarios).

In addition, the Main Simulation was subdivided to analyze the influence of the variable
simulation parameters as well as to compare the single-operation of individual units to the
combined operation. Selected simulations from the Main Simulation run are presented in more
detail in order to improve the understanding of the overall results.

Simulation Setup to Illustrate the Influence of Variable Parameters

First, the single-operation of both plants was examined in detail to allow comparison with the
combined operation.

CHPU in Single Operation

For the CHPU in single operation, the following simulation scenarios were analyzed:

PBiogasPlant ∈ {75, 500, 2 000} kW, PQCHPU ∈ {1, 2, 3}.

This setup was used to evaluate the effect of both biogas plant size and CHPU overbuilding on
costs and revenues. As the biogas CR only makes sense for the combination of the two systems,
it is omitted in single-operation.

BGtL in Single Operation

The same approach was applied for the BGtL plant in single operation. Here, the variable
simulation parameters are identical, but the overbuilding of the PCU is varied:

PBiogasPlant ∈ {75, 500, 2 000} kW, PQPCU ∈ {1, 2, 3}.

CHPU and BGtL in Combination: Influence of Simultaneous Overbuilding

Next, the influence of simultaneously overbuilding both units was evaluated. For this purpose,
simulation results for scenarios where both units are overbuilt to the same extent were compared:

PBiogasPlant ∈ {75, 500, 2 000} kW, PQCHPU : PQPCU ∈ {1 : 1, 2 : 2, 3 : 3}, BiogasCR = 0.5.

Different biogas plant sizes were considered, and a biogas CR of 0.5 was chosen to avoid distortion
by this parameter. Only the scenarios with overbuilding stages 1, 2, and 3 were selected for
detailed analysis.

CHPU and BGtL in Combination: Influence of Overbuilding a Single Unit

Additionally, the effect of overbuilding only one of the two units (while the other remains
at standard capacity) was investigated. The following variable parameter combinations were
analyzed:

PBiogasPlant = 500 kW, PQCHPU : PQPCU ∈ {1 : 1, 1 : 2, 1 : 3, 2 : 1, 3 : 1}, BiogasCR = 0.5.
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Here, only simulations with a biogas plant size of 500 kW were considered to keep the analysis
manageable. The biogas CR was also fixed at 0.5 in these cases.

CHPU and BGtL in Combination: Influence of the Biogas Consumption Ratio

Finally, the influence of the biogas CR was examined. For this, simulations were selected with a
biogas plant size of 500 kW, identical overbuilding stages for both units, and all values of the
consumption ratio:

PBiogasPlant = 500 kW, PQCHPU : PQPCU ∈ {1 : 1, 2 : 2, 3 : 3}, BiogasCR ∈ {0.25, 0.5, 0.75}.

Simulation Setup for Determination of the Optimal FT–Syncrude Price

In addition to the main simulation, it became apparent during the work that a further analysis
of the optimal Syncrude price for different scenarios would be of interest. For this reason, an
additional simulation study was carried out to systematically determine the influence of the
Syncrude sales price on the economic viability of the BGtL plant.

In this analysis, the BGtL plant was simulated in single-operation. The same constant simulation
parameters were used as in the main simulation (see Table 7.4), but with two main modifications:
(1) The Syncrude price was varied over a broad range, and (2) the overbuilding stage of the PCU
was refined to smaller steps.

The following parameter combinations were considered:

PBiogasPlant ∈ {75, 500, 2 000} kW, PQPCU ∈ {1.0, 1.5, 2.0, 2.5, 3.0},

Syncrude Price ∈ {1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0} €/kgSyncrude.

For each combination, a simulation was performed and the resulting ROI was calculated. The
results were first visualized as 3D surface plots for each plant size.

In a further step, a target ROI of 10 % was defined as a minimum requirement for economic
viability. This value was selected based on typical discount rates for relevant sectors as given in
the EU Reference Scenario 2020 [131]. For each scenario, the minimum Syncrude price needed to
achieve this ROI was then determined and displayed in line diagrams.

Simulation Setup for Determination of the Required Flexibility Bonus for the
BGtL Plant

After the optimal Syncrude price for economic operation was determined in the previous analysis,
a final step was to check if a flexibility bonus—similar to the incentive system used for the
CHPU—could also make overbuilding of the BGtL plant profitable. For this reason, one more
simulation study was carried out to systematically analyse the influence of a flexibility bonus on
the ROI of the BGtL plant operated in single-operation.

In this study, the Syncrude prices that were identified before as the minimum necessary to reach a
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10 % ROI for each biogas plant size were used as fixed inputs. These prices were 2.25 €/kgSyncrude
for the 2,000 kW biogas plant, 2.76 €/kgSyncrude for the 500 kW plant, and 4.02 €/kgSyncrude for
the 75 kW plant.

Again, the overbuilding factor of the PCU (PQPCU) was varied in steps of 0.5, from 1.0 up to 3.0:

PBiogasPlant ∈ {75, 500, 2 000} kW, PQPCU ∈ {1.0, 1.5, 2.0, 2.5, 3.0}.

For every scenario, a flexibility bonus was assumed, which was paid per kilowatt of the overbuilt
PCU capacity. The bonus was calculated in the same way as for the CHPU system. The main
simulation outputs for each case were the total investment cost (C0), annual cost (C), annual
revenue (R), and the overbuilt PCU capacity (PPCU, overbuilt).

The flexibility bonus (FB) itself was not fixed in the simulation, but instead was varied in a wide
range. For each value of the bonus, the resulting ROI was calculated using the following formula:

ROI(FB) =
(
R+ PPC, overbuilt · FB

)
− C

C0/2
(7.2)

This procedure was repeated for each plant size and overbuilding factor. In the end, the results
were shown as plots of ROI versus flexibility bonus, which allow a direct view of the required
bonus values to reach economic viability in the different scenarios.

Simulation Setup for Testing the Application of the Optimal Syncrude Price
and BGtL Flexibility Bonus

After the optimal Syncrude prices and flexibility bonus for the BGtL plant were identified in
the previous analyses, an additional simulation was performed to investigate if a combination of
BGtL and CHP units could become more attractive under adjusted economic conditions. The
main aim was to check if the BGtL-CHPU combined operation could compete with BGtL or
CHPU single-operation when both systems are compared at the same ROI level.

For this scenario, the biogas plant capacity was fixed at 500 kW, and the overbuilding factors for
the PCU (PQPCU) and the CHPU (PQCHPU) were each varied from 0 to 3 in steps of 1. The
biogas CR was set to 0.5, so that both units received equal shares of the available biogas:

PBiogasPlant = 500 kW, PQPCU ∈ {0, 1, 2, 3}, PQCHPU ∈ {0, 1, 2, 3}, BiogasCR = 0.5

The Syncrude price was set to 2.76 €/kgSyncrude, which is the minimum value previously deter-
mined to reach a 10 % ROI for the 500 kW plant in single-operation. In addition, a flexibility
bonus for the BGtL plant was applied, set at 400 €/kWPC, overbuilt, slightly above the upper end
of the required range identified in the flexibility bonus analysis for this plant size.

This setup makes it possible to directly compare the economic performance of combined BGtL-
CHPU operation with the single-operation scenarios, under conditions where neither system is
advantaged by an artificially high Syncrude price. The main output of the simulation is the ROI
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for each combination of overbuilding factors, which is presented as a heatmap for the 500 kW
case.
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8 Results of the Simulations

This chapter presents the results of the simulations introduced earlier. The analysis begins
with the evaluation of the single-operation cases for the CHPU and BGtL units, as well as
the influence of the main variable simulation parameters. The main simulation results are not
shown immediately, but are instead prepared by first discussing the effects of these individual
parameters. Afterwards, the overall outcome of the main simulation is visualized and presented
using a heatmap (see Figure 8.6). The results of the entire main simulation are therefore presented
in chapter 8.3. Following the main simulation, the results of the additional simulations are
presented. These include the determination of the optimal Syncrude price and the required
flexibility bonus for the BGtL plant. Finally, a dedicated simulation is shown in which these
optimized values are applied, in order to assess their impact on overall plant profitability.

8.1 Single Operation of the Plants

Before presenting the combined operation results of the CHPU and BGtL plants, it is instructive
to examine each unit’s performance when operated in single operation.

8.1.1 CHPU in Single Operation

Figure 8.1 shows the annual costs and revenues for CHPU single-operation for three biogas plant
sizes (PBiogasPlant = 75 kW, 500 kW, 2,000 kW) and three overbuilding stages (PQCHPU = 1, 2, 3).
The left column displays absolute annual costs and revenues, broken down into their individual
components. The right column shows, for each size, the change in annual costs and revenues
compared to the standard scenario (PQCHPU = 1).

The cost components are divided into CAPEX and OPEX for the biogas plant (CAPEXBGP,
OPEXBGP), BGS (CAPEXBGstor, OPEXBGstor), and the CHPU (CAPEXCHPU, OPEXCHPU).
In addition, variable costs for biogas production (Cbiogas,CHPU) are included. Total revenues are
composed of electricity sales (Rel,CHPU), heat sales (Rheat,CHPU), and the flexibility bonus.

Across all plant sizes, both total annual costs and total revenues increase with higher overbuilding
factors (PQ). For smaller plants (75 kW), CAPEX and OPEX for the CHPU decrease slightly
with increasing PQ, while variable biogas costs remain constant and storage costs are negligible.
The revenue components (electricity and heat sales) show little change with increasing PQ, and
the flexibility bonus is the main contributor to increasing total revenue.

For the 500 kW and 2,000 kW plants, the share of CAPEX and OPEX in total costs decreases
as plant size increases. Biogas production costs become the largest cost component for larger
plants. The increase in total annual revenue with higher PQ is more pronounced at these scales,
primarily due to the flexibility bonus. For both 500 kW and 2,000 kW, revenues exceed total
costs at higher PQ. The right-hand plots illustrate that, the main contributor to the increase in
total revenue is the flexibility bonus, while changes in OPEX and CAPEX are small.
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Figure 8.1: Cost and Revenue Comparison for Overbuild of the CHPU in Single-Operation.
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8.1.2 BGtL in Single-Operation

Figure 8.2 presents the annual costs and revenues for BGtL single-operation for three differ-
ent biogas plant sizes (PBiogasPlant = 75 kW, 500 kW, 2,000 kW) and three overbuilding stages
(PQPCU = 1, 2, 3). The left column shows the absolute annual costs and revenue, broken down
into individual cost components and revenue. The right column displays the difference in costs
and revenue for each scenario relative to the base case (PQPCU = 1).

The costs are divided into CAPEX and OPEX for the biogas plant (CAPEXBGP, OPEXBGP),BGS
(CAPEXBGstor, OPEXBGstor), PCU (CAPEXPCU, OPEXPCU), FTS unit (CAPEXFTS, OPEXFTS),
and SGS (CAPEXSGstor, OPEXSGstor). In addition, variable costs are shown for biogas
(Cbiogas,BGtL), water (Cwater,BGtL), and electricity (Cel,BGtL). Revenue is represented by the sale
of FT-Syncrude (RSyncrude).

For all plant sizes, total annual costs increase with higher overbuilding stages (PQPCU). The
breakdown shows that the shares of CAPEX and OPEX for the PCU and SGS increase with
increasing PQPCU, while electricity costs decrease. Revenue remains nearly constant across all
overbuilding stages and plant sizes, with slight decreases visible at higher PQPCU values. For the
smallest plant size (75 kW), the difference between costs and revenue becomes negative at higher
overbuilding stages, while for larger plant sizes, the difference remains positive or increases. For
all plant sizes, the largest single cost component is electricity costs, especially at larger plant
sizes. The right-hand panels show that the cost increases between overbuilding stages are greater
for the investment-related cost components, while changes in revenue are relatively small.
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Figure 8.2: Cost and Revenue Comparison for Overbuild of the BGtL Plant in Single-Operation.63
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8.2 Detailed Visualization and Analysis of the Various Parameter Variations
in Combined Operation

After the single-operation results have been presented, the following section describes the outcomes
for the combined BGtL and CHPU systems under various parameter variations.

8.2.1 CHPU and BGtL in Combination: Influence of Overbuilding Both Plants to
the Same Extent

Figure 8.3 displays the annual costs and revenues for combined operation of CHPU and BGtL
plants for three biogas plant sizes (PBiogasPlant = 75 kW, 500 kW, 2,000 kW) and three matching
overbuilding stages (PQCHPU : PQPCU = 1:1, 2:2, 3:3), with the biogas CR set to BiogasCR = 0.5.

In the left column of each subplot, the absolute annual costs and revenues are shown for each
plant size and overbuilding stage, with costs separated into their individual components (CAPEX
and OPEX for all subsystems, as well as variable costs). Revenues are broken down into Syncrude
sales (RSyncrude), electricity sales (Rel, CHPU), heat sales (Rheat, CHPU), and the flexibility bonus.

The bar charts reveal that for all three biogas plant sizes, the total annual costs and revenues are
at their lowest values for the smallest plant (75 kW) and highest for the largest (2, 000 kW). As
the overbuilding stage increases (from 1:1 to 3:3), the total costs show an upward trend across
all plant sizes, while the total revenues remain nearly constant or show only a slight increase.
The CAPEX and OPEX contributions for the PCU, FTS, SGS, and BGS increase with higher
overbuilding, while the CAPEX for the CHPU decreases. The variable electricity costs for the
BGtL plant decline as overbuilding increases.

Within the revenue breakdown, the Syncrude sales and electricity revenue decrease slightly as
overbuilding increases, whereas the flexibility bonus shows an increase. The heat sales show only
small changes across the scenarios.

A comparison of the three plant sizes shows that for the 75 kW biogas plant, total annual costs
exceed total revenues in all overbuilding stages. For the 500 kW and 2,000 kW plants, total
revenues exceed costs in all scenarios, and the difference grows with plant size.
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Figure 8.3: Cost and Revenue Comparison for Combined CHPU and BGtL Systems: Over-
building of Both Plants Relative to Standard. 65
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8.2.2 CHPU and BGtL in Combination: Influence of Overbuilding a Single Plant

Figure 8.4 presents the annual costs and revenues for the combined operation of CHPU and
BGtL plants, based on a 500 kW biogas plant. The scenarios consider symmetric overbuilding of
both plants (1:1, 2:2, 3:3), as well as overbuilding applied only to either the PCU (1:2, 1:3) or
the CHPU (2:1, 3:1). For all cases, the biogas CR is set to BiogasCR = 0.5.

Each row of the figure shows, for one scenario group, the absolute annual costs and revenues
(left) and the difference in each cost and revenue component relative to the reference scenario
(1:1, right).

In the symmetric overbuilding scenario (top row), both total annual costs and total annual
revenues change with increasing overbuilding stage. The breakdown into CAPEX, OPEX, and
variable costs for all plant units is visible, as well as the distribution of the different revenue
sources. The difference plots (right) show, for 2:2 and 3:3, which components increase or decrease
compared to the standard case.

When overbuilding is applied only to the PCU (middle row), the absolute cost bars for 1:2 and
1:3 show an increase in total costs compared to the 1:1 scenario. The breakdown reveals that
the CAPEX and OPEX contributions from the PCU and SGS increase with overbuilding. The
difference plots display these changes as positive bars for these components, while the electricity
cost bar decreases. The total revenue bars for 1:2 and 1:3 are lower than in the 1:1 Scenario.

In the scenario with overbuilding applied only to the CHPU (bottom row), the total annual costs
decrease slightly for 2:1 and 3:1 compared to 1:1. The component breakdown shows a reduction in
annualized CAPEX for the CHPU, while other costs remain relatively stable. The difference plots
(right) show negative bars for CAPEXCHPU and small positive bars for OPEXCHPU, flexibility
bonus, and total revenues. The revenues in the 2:1 and 3:1 cases are slightly higher than in 1:1.

66



Results of the Simulations

Figure 8.4: Influence of overbuilding only one plant in combination.
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8.2.3 CHPU and BGtL in Combination: Influence of Biogas Consumption Ratio

Figure 8.5 shows the absolute annual costs and revenues (left column) and the differences relative
to BiogasCR = 0.5 (right column) for three different biogas CRs (BiogasCR = 0.25, 0.5, and 0.75)
and three overbuilding stages (PQ = 1:1, 2:2, 3:3), with a fixed biogas plant capacity of 500 kW.

In all scenarios, the bars in the left panels indicate that both total annual costs and revenues
increase with higher BiogasCR. The breakdown shows that RSyncrude increases as BiogasCR

increases, while Rel, CHP decreases correspondingly. The variable costs (Cel, BtL, Cbiogas, BtL,
Cwater, BtL, Cbiogas, CHP) as well as CAPEX and OPEX components are also higher at larger
BiogasCR.

The right panels visualize the differences in costs and revenues for BiogasCR = 0.25 and 0.75
compared to the reference case of BiogasCR = 0.5. The plots show that at BiogasCR = 0.25,
both total costs and revenues are lower than in the reference case, while at BiogasCR = 0.75,
both total costs and revenues are higher. The differences in the individual cost and revenue
components are visible for each overbuilding stage.

For all overbuilding stages, the absolute and relative cost and revenue patterns with respect to
the biogas CR are similar. The height of the revenue bars for RSyncrude and Rel, CHP changes in
proportion to the selected biogas CR, while the flexibility bonus remains almost unchanged.
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Figure 8.5: Cost and Revenue Comparison for Combined CHPU and BGtL Systems: Impact of
Biogas CR - Based on a 500 kW Biogas Plant.69
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8.3 Results of the Main Simulation

After examining the effects of individual simulation parameters, this section presents the overall
outcome across all scenarios. The key performance indicator is the ROI, defined as the ratio
of annual profit to invested capital. To illustrate the ROI calculation, the following subsection
provides an example calculation, showing the steps from individual costs to the final ROI.
Afterwards, the results of all simulations are presented.

Visualization and Description of All Simulation Results

The results of the main simulation are summarized in Figure 8.6 as a composite heatmap.

The heatmap visualizes the calculated ROI (%) for each scenario. Negative ROI values are
shaded in gray, while positive values are color-coded from red (lower values) to green (higher
values). The figure is arranged as a 3 × 3 grid of sub-panels: each column corresponds to a
different biogas plant size (75 kW, 500 kW, 2,000 kW), and each row to a biogas CR (0.25, 0.5,
0.75).

Within each sub-panel, the horizontal axis indicates the overbuilding stage of the CHPU
(PQCHPU), and the vertical axis shows the overbuilding stage of the PCU (PQPCU). Each
field in the heatmap displays the resulting ROI value for the corresponding parameter combina-
tion.

Scenarios in which PQ = 0 for one plant correspond to single-operation of the remaining plant;
scenarios with both PQCHPU = 0 and PQPC = 0 are not shown, as no plant is in operation. In
each sub-panel, the effect of both overbuilding stages and biogas CR on ROI can be compared
for the selected biogas plant size.

The highest ROI values are found in the lower-right part of the heatmap, corresponding to the
largest biogas plant size (2,000 kW) and BiogasCR = 0.75. In these scenarios, ROI values above
45 % are reached. At the same plant size but with BiogasCR = 0.5, the maximum ROI is just
below 40 %, and for BiogasCR = 0.25, the highest values are around 34 %.

At the smallest plant size (75 kW), negative ROI values dominate, especially for low biogas CRs
and higher overbuilding stages. Only a few scenarios in this size range show slightly positive
ROI values, with the highest at 0.9 % for the non-overbuilt PCU (PQPC = 1) and PQCHPU = 1.

For the medium plant size (500 kW), ROI values are mostly positive, generally ranging from
about 4 % to just over 24 % depending on the parameter combination. In these panels, the ROI
increases with increasing BiogasCR and tends to decrease with higher overbuilding stages of the
PCU.

Within each sub-panel, increasing PQCHPU at constant PQPC tends to increase or decrease
the ROI depending on the value of BiogasCR. Overbuilding both units to the same extent
(PQCHPU = PQPC) yields ROI values that are generally between the corresponding single-
operation results for CHPU and BGtL.
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Figure 8.6: ROI Heatmap: Overview of all simulated scenarios of the main simulation.
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A direct comparison shows that, in all scenarios with combined operation of both plants (i.e.,
where both PQCHPU > 0 and PQPC > 0), the ROI always remains lower than the ROI achieved
in the respective BGtL single-operation case (corresponding to PQCHPU = 0 for the same PQPC

and BiogasCR).

The lowest ROI observed in all simulations is −14.8 % for the 75 kW plant at BiogasCR = 0.25 and
minimal overbuilding, while the maximum value of 56.2 % is reached at 2,000 kW, BiogasCR = 0.5,
PQPC = 1, PQCHPU = 1 (single-operation of the BGtL).

Overall, the heatmap reveals a clear pattern of increasing ROI with increasing plant size and
increasing share of biogas allocated to the BGtL plant. The effect of the overbuilding stage
varies, with certain combinations leading to lower ROI, particularly for small plant sizes and
high overbuilding of the PCU.

8.4 Determination of Optimal FT–Syncrude Prices for Different Biogas Plant
Sizes and Overbuilding Stages

Figure 8.7 visualizes the ROI of the BGtL plant in single-operation as a function of Syncrude
price and overbuilding stage for each biogas plant size (75 kW, 500 kW, 2,000 kW). On all three
surfaces, ROI values are presented for each combination of Syncrude price and overbuilding
factor. Across all plant sizes and overbuilding stages, the ROI increases approximately linearly
with rising Syncrude price. In the region of low Syncrude prices, the ROI remains negative in
all scenarios, but the transition from negative to positive ROI occurs at lower Syncrude prices
as the plant size increases. For example, for the 2,000 kW plant, the ROI becomes positive at
around 2.00 €/kgSyncrude, for the 500 kW plant at approximately 2.50 €/kgSyncrude, and for the
75 kW plant at roughly 3.50 €/kgSyncrude. With increasing Syncrude price, the ROI surfaces are
displaced upward for all plant sizes, while the influence of overbuilding is visible in the shape
and position of the surfaces along the PQ-axis.

Figure 8.8 presents the same results as two-dimensional line diagrams, showing ROI versus
Syncrude price for all plant sizes and overbuilding factors. Each colored line represents a
specific scenario; the dashed horizontal line indicates the target ROI of 10 %. The intersection
of each line with the 10 % ROI level shows the minimum Syncrude price required to reach this
value. For the 2,000 kW plant, the Syncrude price needed to achieve a 10 % ROI ranges from
2.25 €/kgSyncrude (no overbuilding) to 2.44 €/kgSyncrude (PQ = 3.0). For the 500 kW plant, the
range is 2.76 €/kgSyncrude to 3.10 €/kgSyncrude, and for the 75 kW plant, from 4.02 €/kgSyncrude
to 4.79 €/kgSyncrude as the overbuilding factor increases. For each plant size, curves representing
higher overbuilding levels are shifted to the right, so higher Syncrude prices are necessary to
reach the target ROI with increasing overbuilding stage.

Overall, both figures provide a comprehensive overview of how Syncrude price, biogas plant size,
and overbuilding stage interact to determine the ROI of the BGtL plant in single operation.
The graphics illustrate the regions in which the ROI transitions from negative to positive and
highlight the minimum Syncrude prices required to achieve the economic target ROI of 10 % for
each scenario.
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Figure 8.7: ROI behavior of the BGtL plant in single operation across varying overbuilding
(PQ) and Syncrude Prices for different biogas plant sizes.
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Figure 8.8: Optimal Syncrude price to achieve a 10 % ROI, as a function of biogasplant size
and PC overbuilding.

8.5 Determination of the BGtL Plant’s Required Flexibility Bonus

Figure 8.9 shows the results of the simulation for the required flexibility bonus to achieve a target
ROI of 10 % for the BGtL plant in single-operation. The diagram displays ROI as a function of
the flexibility bonus for different plant sizes (75 kW, 500 kW, 2,000 kW) and overbuilding factors
(PQ). Each plant size is represented by a group of curves with different colors. For each plant
size, several lines are shown, each corresponding to one overbuilding stage between PQ = 1.0
and PQ = 3.0 in steps of 0.5.

The x-axis represents the flexibility bonus in € per kilowatt of overbuilt PC capacity, and the
y-axis shows the resulting ROI in percent. The dashed horizontal line marks the target ROI of
10 %, and the shaded band indicates the ROI range between 8 % and 12 %. For each scenario,
the intersection of the curve with the 10 % line defines the minimum flexibility bonus required to
reach this target. The intersection points are marked by crosses and vertical dashed lines for
each combination of plant size and overbuilding factor.

For the 2,000 kW plant, the required flexibility bonus to reach an ROI of 10 % ranges from
approximately 164 to 187 €/ kWPC, overbuilt, depending on the overbuilding factor. For the 500 kW
plant, the necessary flexibility bonus lies between 340 and 379 €/ kWPC, overbuilt. In the case of
the 75 kW plant, the required flexibility bonus ranges from 777 to 963 €/ kWPC, overbuilt. For each
plant size, higher overbuilding factors require a higher flexibility bonus to reach the 10 % ROI
threshold.
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Figure 8.9: Determination of the required flexibility bonus to achieve a 10 % ROI.

8.6 Application of the Evaluated Optimal Syncrude Prices and BGtL Flexi-
bility Bonus

Figure 8.10 displays the results of the simulation for a 500 kW biogas plant with equal biogas
distribution between the BGtL and CHPU units (BiogasCR = 0.5). The overbuilding factors
for the PCU (PQPC) and the CHPU (PQCHPU) were each varied from 0 to 3 in steps of 1.
The Syncrude price was set to 2.76 €/kgSyncrude, and a flexibility bonus for the BGtL plant of
400 €/kWPC, overbuilt was applied.

The figure presents a heatmap of the resulting ROI values (%) for each combination of overbuilding
factors. The horizontal axis shows the overbuilding stage of the CHPU (PQCHPU), while the
vertical axis represents the overbuilding stage of the PCU (PQPC). Each cell of the heatmap
contains the corresponding ROI value for that scenario.

Across the different scenarios, ROI values range from 3.3 % to 11.0 %. The ROI increases with
rising overbuilding stage of the PCU, while the influence of the CHPU overbuilding stage results
in comparatively smaller changes in ROI. The highest ROI of 11.0 % is found at PQPC = 3 and
PQCHPU = 0, and the lowest ROI of 3.3 % appears at PQPC = 1 and PQCHPU = 1. Additionally,
for all combinations where both units are operated together, the ROI values are lower than those
achieved in the corresponding single-operation scenarios.
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Figure 8.10: Simulation results as ROI [%] with adjusted Syncrude price and BGtL flexibility
bonus for a 500 kW biogas plant.
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9 Discussion

This chapter provides a critical evaluation and interpretation of the simulation results. The main
findings are discussed with a focus on the most important influences on costs, revenues, and
profitability for the different plant concepts. Furthermore, the simulation results are compared
with values from the literature where possible. Afterwards, the main modeling assumptions are
discussed and the limits of the approach are highlighted. Finally, some broader aspects of biogas
use for synthetic fuel production are considered, and ideas for future research are presented.

The aim of this discussion is not only to summarize the most relevant outcomes, but also
to put them into context with existing knowledge and to identify uncertainties and possible
improvements.

9.1 Evaluation of the simulation results

In the first subchapter of the discussion, the results of this thesis are discussed.

CHPU Single-Operation

The analysis shows that with increasing biogas plant capacity (PBiogasPlant) and higher overbuilding
stage (PQ), the proportion of total costs attributed to CAPEX and OPEX decreases due to
economies of scale. This reflects the typical decline in specific investment costs as capacity grows.
For the CHPU, overbuilding results in a reduction of annualized CAPEX—despite higher total
investment costs—because the plant’s lifetime in the simulation increases as a result of lower FLH
due to flexibilization. The OPEX, in turn, increase slightly since they are related to investment
costs, which also rise with overbuilding.

The biogas production costs remain constant regardless of overbuilding, and for larger plant
sizes, they become the dominant cost component. The effect of storage costs for biogas on total
costs is negligible. Overall, these results demonstrate the significance of scale effects in reducing
specific capital and operating costs.

On the revenue side, total annual revenue increases linearly with PQ, primarily due to the flexi-
bility bonus, while revenues from direct electricity and heat sales change little with overbuilding.
In fact, electricity revenue decreases slightly at higher PQ because, due to the presence of a BGS,
some biogas is not converted to electricity by the end of the simulation period. This is confirmed
by Figure 9.1, which shows the final optimization window where the BGS remains fully filled.
Here, the optimization routine only operates the CHPU when the electricity price exceeds a
defined threshold or when the storage would otherwise overflow—resulting in operations being
shifted to more profitable periods. However, this also means that some biogas may remain unused
at the end of the simulation, thus lowering annual electricity revenues.

Furthermore, the constant or nearly constant CHPU revenue is explained by the high, fixed
remuneration rate (18 cent/kWh). As shown in Figure 9.2, this fixed remuneration is only rarely
exceeded by the spot market price during the year, meaning spot price fluctuations have little
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Figure 9.1: Plot of the last optimized day for CHPU in Single-Operation.

effect on overall revenue. The flexibility bonus (€65 per kW and year for each overbuilt kW) is
therefore the main driver for increased revenue with higher PQ.

Figure 9.2: Empirical CDF of 15-Minute Intraday Prices Germany–Luxembourg, 2023

For smaller plant sizes (e.g., PBiogasPlant = 75 kW), total costs exceed revenues, whereas for larger
capacities (500 kW and 2,000 kW), revenues surpass costs—again reflecting economies of scale.

In summary, these findings confirm that the flexibility bonus is necessary and justified. Increased
flexibility through overbuilding does not significantly increase (and can even slightly reduce)
electricity and heat revenues. Without the bonus, flexibilization would not be economically
attractive. The results therefore underscore the central role of policy incentives in promoting
operational flexibility in biogas-based CHPUs.

BGtL Single-Operation

The results for the BGtL plant operated in single-operation (see Figure 8.2) show that total
annual costs rise with increasing overbuilding. This is mainly due to the additional investments in
biogas and SGS units, as well as the higher CAPEX and OPEX associated with the larger PCU.
While electricity costs decrease under higher overbuilding—since the flexible operation allows
the plant to run during periods of lower spot-market prices (as illustrated in Figure 9.3)—this
saving is outweighed by the rising capital and storage costs.
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Figure 9.3: Influence of overbuilding on the operation of the PCU in BGtL single-operation.

The revenue remains nearly constant as the overbuilding stage increases. This is because only
the PCU is overbuilt, whereas the FTS unit is not, so the total Syncrude output is essentially
unchanged. A slight decrease in revenue is observed with higher overbuilding, as the flexible
operation leads to some biogas and syngas not being fully converted within the simulation horizon
(i.e., storage levels are not emptied by the final timestep, see Figure 9.4), resulting in slightly
lower product output.

Figure 9.4: Plot of the last optimized day for BtL Single-Operation.

With increasing biogas plant capacity (PBiogasPlant), both the total profit and the absolute
revenues increase, as Syncrude production scales linearly with plant size. At the same time, the
share of CAPEX and OPEX in total costs declines due to economies of scale, while variable
costs—particularly for electricity and biogas—become increasingly dominant for larger plants.
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For the smallest plant size (75 kW), the results indicate that overbuilding is not economically
viable: total costs exceed revenues for both double and triple overbuilding, and profit is only
marginally positive in the standard scenario (PQPC = 1). This shows that overbuilding the BGtL
plant has a detrimental effect on profitability at small scales, since the cost increase cannot be
compensated by higher revenues.

Influence of overbuilding both systems

The decrease in Syncrude and electricity revenue is primarily due to the presence of biogas
storage: not all produced biogas is utilized within the simulation horizon, leading to unconverted
feedstock at the end of the period, as visible in Figure 9.5, which shows the final optimization
window for the 3:3 scenario. Here, the BGS is filled to its maximum, reducing the amount of
Syncrude or Electricity and Heat generated and thus revenue.

Figure 9.5: Plot of the last optimized day for BGtL and CHPU in combination with PQCHPU :
PQPC = 3 : 3.

As biogas plant capacity increases, profit rises more strongly than in the CHPU single-operation
case but less than in the BGtL single-operation case. This trend is explained by lower specific
investment costs for all plant units at larger capacities, since storage investment costs scale
linearly with size, and by a positive correlation between revenue and biogas plant capacity. The
declining shares of CAPEX and OPEX in total costs also reflect the improved scaling behavior
for larger plants.

Comparing the combined scenario to the single-operation cases reveals that total CAPEX
and OPEX are substantially higher than in CHPU single-operation, but slightly lower than
in BGtL single-operation. This is a result of splitting the produced biogas equally between
both plant types (CR = 0.5), leading to each plant being dimensioned at half the size of its
single-operation counterpart and combining the relatively low-cost CHPU unit with the overall
more capital-intensive BGtL system.

The operational synergy between both plant types leads to lower electricity costs for the BGtL
plant compared to single-operation. As shown in Figure 9.6, the PCU can run during periods of
low electricity prices, while the CHPU can take over during high price periods, thus optimizing
the dispatch between the two systems. Unlike in the single-operation scenario, the PCU is no
longer forced to operate during peak price periods solely to prevent storage overflow, as the
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CHPU can intervene when necessary. This operational flexibility is constrained by the model
assumptions: biogas production is constant, and storage capacity limits must be respected.

Figure 9.6: Influence of overbuilding on the operation of both plants in combination at the
same overbuilding stages.

Despite this cost-optimizing interaction, the combined investment costs for both plant types
remain higher than those of the single-operation cases, so overall profitability is lower than in
the BGtL single-operation scenario. The Syncrude revenue is based on the fixed sales price of
3.325 €/kgSyncrude, which leads to a relatively favorable profitability for the BGtL system in
general.

Influence of overbuilding just one system

When overbuilding is applied to only one of the two systems in the combined configuration
(CHPU and BGtL), distinct effects on cost, revenue, and operational behavior emerge.

Overbuilding the PCU leads to an increase in total costs, primarily due to higher investment and
operating costs for the PCU itself and the associated SGS and BGS. The additional flexibility
allows for a reduction in electricity costs, as the unit can operate more frequently during periods
of low spot-market prices. However, these savings are outweighed by the increased capital
costs, resulting in a slight overall decline in profit compared to the reference scenario with
no overbuilding. Nevertheless, this decrease in profit is not as pronounced as in the BGtL
single-operation case, since in the combined operation, the PCU is only dimensioned for half of

81



Discussion

the biogas output (CR = 0.5), which limits the scale of investment. Figure 9.7 illustrates that,
under overbuilding, the PCU displays increased operational flexibility in response to electricity
price fluctuations, while the CHPU continues to run at full load.

Figure 9.7: Influence of PCU overbuilding on the operation of both plants in combination.

In contrast, when only the CHPU is overbuilt, a different pattern emerges. Here, total costs
decrease slightly, mainly due to the reduction in annualized CAPEX for the CHPU, while total
revenues increase modestly. The flexibility bonus rises as a result of the increased installed
capacity, and the CHPU becomes more responsive to high electricity price periods. The slight
reduction in electricity revenue is more than compensated by the increase in the flexibility
bonus. The positive effect on profit is slightly higher under CHPU overbuilding than under PCU
overbuilding. This is also reflected operationally: as seen in Figure 9.8, the overbuilt CHPU
discharges the BGS more effectively during periods of high prices, while the PCU continues to
operate and refill storage during low-price periods.

Overall, the combined configuration softens the cost and revenue effects of overbuilding compared
to the respective single-operation cases. The operational synergy between the two plants enables
more efficient use of biogas and improved flexibility in responding to market signals, but the
economic outcome depends strongly on which system is overbuilt.
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Figure 9.8: Influence of CHPU overbuilding on the operation of both plants in combination.

Influence of the biogas consumption ratio

The evaluation of different biogas CRs for the combined operation of CHPU and BGtL plants
shows that a higher allocation of biogas to the BGtL system (CR = 0.75) leads to a higher profit
than the other configurations. This result can be explained mainly with the higher revenue from
Syncrude sales in the BGtL pathway, which compensates the increased costs for investment and
operation when this plant is bigger.

If the biogas consumption ratio is lower for the BGtL plant (CR = 0.25), the costs are also lower,
but at the same time the revenue drops more strongly, so that the total profit is reduced. The
proportional change of the Syncrude and electricity revenue with the biogas allocation shows
that the economic result depends strongly on how the biogas is distributed between both plants.

This behavior fits well with the results of the single-operation simulations. There, the BGtL
plant achieves a better performance than the CHPU, especially because of the higher syncrude
price in this work. Therefore, by changing the biogas CR, it is possible to influence the economic
performance of the combined system, and a higher share for the BGtL pathway is generally more
advantageous under the assumptions of this study.
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Discussion of the results of the main simulation

The main simulation combines all parameter variations and provides a comprehensive overview
of the profitability landscape for the analyzed system concepts. The discussion here summarizes
and contextualizes the effects already observed for the individual parameters.

It can be seen that the highest ROI values are achieved for large-scale BGtL plants in single-
operation. This is mainly due to two factors: First, the syncrude sales price (3.325 €/kgSyncrude)
was kept constant for all plant sizes. Second, increasing the biogas plant size leads to a reduction
in specific capital costs for all units (CHPU, PC reactor, and FTS), while the revenue from
syncrude production does not decrease. Therefore, for a small 75 kW biogas plant, the chosen
syncrude price is too low and results in negative ROIs; for a 500 kW plant, the ROI is only
slightly positive, and for a 2,000 kW plant, the ROI becomes very high. This underlines that the
plant scale has a significant effect on profitability and that, in reality, the syncrude price would
probably decrease with increasing plant size.

Overbuilding of the BGtL plant itself is not profitable in the examined cases. The additional
investment costs from overbuilding are not compensated by the reduction of electricity costs
under the considered electricity price conditions. If the spot market prices are more volatil,
overbuilding could become profitable, but under the present assumptions, this is not the case.

Combined operation, in which both the CHPU and the BGtL are operated together, is also less
profitable than the single-operation of the BGtL. This is because the combined approach splits
the available biogas between the two plants, so that both units are dimensioned smaller, leading
to higher specific investment costs. Moreover, with the chosen syncrude price, the revenue from
FT-syncrude is much higher than from electricity and heat, so a higher biogas CR for the BGtL
plant further increases the ROI. Thus, the highest combined-plant ROIs are also reached when
the BGtL is dimensioned as large as possible (high biogas CR), although these values still remain
below the best single-operation values of the BGtL plant.

The heatmap visualization in Figure 8.6 clearly reflects these findings. Negative ROIs occur
mainly for small plant sizes and for configurations where the syncrude share is low. The best ROI
is always found at the largest plant size, with single-operation of the BGtL and no overbuilding.
The effect of varying the overbuilding stages, biogas CR, and plant scale is clearly visible.

Overall, the results highlight that profitability is strongly dependent on the chosen syncrude
price, the scale of the plant, and the biogas distribution between the units. Under the current
assumptions, the combination of both plants does not bring an advantage over the single-operation
of a large BGtL plant. The underlying economic drivers are the scaling behavior of specific
investment costs and the FT-Syncrude price.

Discussion of the optimal FT-Syncrude price

The simulation results show a clear relationship between Syncrude sales price, overbuilding
level, and plant size regarding the economic viability of the BGtL plant in single-operation. As
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expected, the ROI increases linearly with higher Syncrude price for all plant sizes. At the same
time, the influence of overbuilding on ROI is not linear: especially for the 2,000 kW plant, it can
be observed that at low Syncrude prices, overbuilding even leads to an increase of ROI, although
ROI remains negative in this region. This effect occurs because, at low Syncrude prices, the
reduction in electricity costs due to flexible operation has a stronger impact on profit than the
Syncrude revenue itself. However, when the Syncrude price rises, the positive effect of higher
revenue outweighs the cost reduction from overbuilding, and the additional investment costs of
overbuilding cause the ROI to decrease again, confirming the trend from the main simulation.

The results further demonstrate that the required Syncrude price to reach a positive ROI is
strongly dependent on the plant size: larger biogas plants achieve a positive ROI already at
lower Syncrude prices, while small plants require a significantly higher price. For example, the
ROI for the 2,000 kW plant becomes positive at about 2.00 €/ kgSyncrude, for the 500 kW plant at
approximately 2.50 €/ kgSyncrude, and for the 75 kW plant only at around 3.50 €/ kgSyncrude. The
span of necessary Syncrude prices narrows for larger plants, indicating improved scaling effects
with increasing capacity.

When the Syncrude price required to achieve a target ROI of 10 % is considered, it is clear
that this target is most easily reached for large plants and without overbuilding. Overbuilding
generally raises the minimum Syncrude price needed to reach economic viability. For instance, in
the 2, 000 kW scenario, the required Syncrude price for 10 % ROI ranges from 2.25 €/ kgSyncrude
(no overbuilding) to 2.44 €/ kgSyncrude (triple overbuilding), while for the 75 kW plant, the price
ranges from 4.02 €/ kgSyncrude to 4.79 €/ kgSyncrude.

These results emphasize that plant scale and the selected Syncrude sales price are the decisive
factors for the economic operation of a BGtL system. Overbuilding the PCU is only beneficial for
ROI at very low Syncrude prices, which are not relevant for profitable operation. In all practical
scenarios, the best economic results are achieved without overbuilding.

Discussion of the Required BGtL Flexibility Bonus

The simulation results make it clear that the flexibility bonus required to achieve economic
viability for the BGtL plant in single-operation is significantly higher than for a typical CHPU.
The necessary flexibility bonus decreases as the biogas plant size increases, reflecting the scaling
advantages for larger installations. For the 2,000 kW plant, a flexibility bonus between 164 and
187 €/ kWPC, overbuilt is sufficient to reach the 10 % ROI, while the 500 kW plant needs a bonus
in the range of 340 to 379 €/ kWPC, overbuilt. For the smallest plant size of 75 kW, the required
bonus rises to between 777 and 963 €/ kWPC, overbuilt.

In all cases, higher overbuilding factors result in a higher required flexibility bonus. This is
because, with increased overbuilding, the additional investment and operational costs can no
longer be compensated by electricity cost savings alone, especially at the Syncrude prices chosen
for each plant size. The difference to the flexibility bonus for CHPUs, which is currently set at
only 65 €/ kWCHPU, overbuilt, becomes clear: the values for the BGtL plant are considerably higher
in every scenario. The reason for this is that overbuilding the BGtL plant involves not only the
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PCU but also additional components such as a BGS and SGS, making the total investment more
expensive.

In summary, the results show that the flexibility bonus which would be necessary to make
overbuilding and therefore flexibilization of the PCU attractive, needs to be higher than the
flexibility bonus currently paid for a CHPU. Furthermore, the required bonus depends strongly
on the plant size and could be set lower for larger plants.

Discussion of the simulation with optimal Syncrude price and Flexibility Bonus

The results of this final simulation make it clear that, even when the Syncrude price and the
flexibility bonus are chosen specifically to create similar ROI levels for both BGtL and CHP
units in single operation, the combined operation of both units does not lead to higher economic
performance. The ROI values found for the combined operation are consistently below those for
the respective single-operation cases. This effect is visible for all combinations of overbuilding
factors that were tested.

One main reason for this observation is the division of the available biogas between the two
plants. When the total biogas is split equally (Biogas CR = 0.5), both the BGtL and CHP units
are dimensioned smaller than in the single-operation scenarios. This reduced size leads to higher
specific investment costs. At the same time, the potential benefits from increased operational
flexibility and the additional revenue from electricity sales do not compensate for the additional
capital expenditure.

In summary, these results confirm the findings of the main simulation: under the assumptions
and market conditions used for this work, the single-operation of a BGtL plant or a CHPU is
more economically attractive than a combination of both, even when the parameters are chosen
so that both plants achieve approximately the same ROI in single-operation.

Summary of the results

The main objective of this work was to evaluate whether the combination of a BGtL plant
and a CHPU could improve overall profitability. The initial hypothesis was that the flexible
electricity production from the CHPU would increase revenues during periods of high electricity
prices, while the BGtL plant could benefit from lower electricity costs during periods with low or
negative prices, resulting in a higher overall ROI, then in the single-operation. To test this, all
configurations were simulated for the calendar year 2023.

However, the results clearly contradict this hypothesis: in every scenario—regardless of biogas
plant size or biogas CR—the combined operation yields a lower ROI than the respective single-
operation of either unit, provided that each single-operation case is designed for comparable ROI
levels (see Figure 8.10). Two main reasons explain this outcome:

First, total investment costs increase under the combined configuration. Although each individual
system is downsized (for example, to half capacity when BiogasCR = 0.5), the specific investment
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cost per kilowatt (€/kW) for the CHPU, PCU, and FTS rises, leading to higher overall investment
costs.

Second, the electricity price volatility in 2023 was not high enough and negative prices were
observed only for about 420 hours (see Figure 9.2). While the combined system does manage
to lower part of the BGtL plant’s electricity costs, the high fixed remuneration for the CHPU
(0.18 €/kWh) was exceeded in only 370 hours. As a result, additional revenues from flexibilization
remain marginal. The reduction in electricity costs and only slightly increased electricity revenues
could not compensate for the higher investment costs.

Under the market conditions of 2023, combined operation is therefore less economical than
single-operation. Nevertheless, both historical and projected data suggest that electricity price
volatility will continue to rise in the future due to further expansion of renewable energy (see
Figure 1.2 and [4–6]). At the same time, investment costs for FTS plants are expected to decrease
[132].

In conclusion, a follow-up study using future electricity market data could investigate whether,
under higher price volatility and lower capital costs, the combined BGtL–CHPU configuration
might become financially attractive.

9.2 Comparison of the results with literature values

In this chapter, the results are compared with values from the literature. The single-operation
CHPU results are benchmarked against literature data to assess their plausibility. Since the
BGtL plant employing PC is a novel technology, a direct comparison with literature values
is not possible. Instead, the evaluated FT-syncrude prices are compared with prices of other
BtL-derived FT products, as well as with the current and projected future costs of conventional
jet fuel.

Comparison of the CHPU Single-Operation Results

Schröer and Latacz-Lohmann also found that flexibilizing / overbuilding a CHPU only increases
profit through the flexibility bonus; higher electricity market prices have negligible impact on
profitability [133]. Haensel et al. concluded that a fourfold overbuild of the CHPU in single-
operation yields the highest profit, primarily due to the larger flexibility bonus and decreasing
specific capital costs [134]. These findings support the result that the flexibility bonus is the
main driver of higher ROI under overbuilding.

Comparison of the FT-Syncrude prices with literature values

To compare the calculated syncrude price with current and projected jet fuel prices, the syncrude
price must be adjusted by adding upgrading costs to obtain the jet fuel cost. It is assumed
that upgrading would add an additional 5% to the base syncrude cost [26, 114]. Consequently,
for the large biogas plant (2,000 kW) in single-operation mode, the resulting jet fuel price is
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approximately 2.36 €/kg; for the medium plant (500 kW), 2.90 €/kg; and for the small plant (75
kW), 4.22 €/kg.

Literature shows that synthetic FT-fuel prices fluctuate widely, ranging from 1.40 to 5.80 €/kg
[25–27]. Thus, 2.36 €/kg for the large plant and 2.90 €/kg for the medium plant lie in the lower
end of the spectrum, while 4.22 €/kg for the small plant is at the upper end.

Conventional jet fuel currently trades at about 0.50 €/L [135–137]. With a density of approxi-
mately 0.82 kg/L [138], this equals 0.61 €/kg. The CO2 price is currently around 70 €/t [139]
and is expected to rise by 2050, though the exact level is uncertain. Many projections assume an
increase to 250 USD/tCO2 [140]. However, recent studies indicate that the CO2 removal rate in
2050 will determine the required price: if 7 GtCO2/yr can be removed, 250 USD/tCO2 suffices;
if only 2 GtCO2/yr, prices must exceed 600 USD/tCO2 to achieve net zero [141].

Combustion of 1 kg jet fuel emits 3.16 kg CO2 [142]. Thus, at 70 USD/tCO2, the CO2 surcharge
is 0.22 USD/kg jet fuel; at 250 USD/tCO2, 0.79 USD/kg; and at 600 USD/tCO2, 1.90 USD/kg.
With an average €/USD exchange rate of 0.895 over the past decade [143], and the base jet fuel
price of 0.61 €/kg, the total cost (with a CO2 price of 70 USD/tCO2) is about 0.80 €/kg. If
CO2 costs 250 USD/tCO2, the price rises to 1.32 €/kg; at 600 USD/tCO2, 2.31 €/kg.

Compared with today’s jet fuel price of 0.80 €/kg, even the lowest syncrude-based price (2.36
€/kg for the large plant) is nearly three times higher. With a CO2 price of 250 USD/tCO2, the
total of 1.32 €/kg remains roughly half of 2.36 €/kg. Only under a CO2 price of 600 USD/tCO2

would the two costs converge.

As noted earlier, the syncrude production cost strongly depends on spot market volatility. With
increasing renewable capacity and more negative price periods, electricity costs for BtL and
BGtL operations are expected to decline, and capital costs are likely to fall as technologies
mature—both reducing syncrude prices. Therefore, further simulations under alternative future
electricity market scenarios are recommended to quantify their impact on syncrude production
costs.

9.3 Critical Discussion of the Model’s Key Assumptions

In this chapter, the critical assumptions of the thesis are discussed.

Assumptions Regarding the PC Reactor

The PC technology is novel and sparsely documented in the literature. Moreover, the planned
pilot plant of the Plasma2X project was still under design at the time of this thesis, so no
operational data were available. Consequently, several assumptions were made for the reactor
that should be validated once the pilot plant is commissioned. A key assumption is that the PC
reactor can be operated flexibly, with startup and shutdown times so short as to be negligible—an
assumption made both because no literature values exist and to simplify the model and reduce
simulation time. A PC reactor lifetime of 20 years were also assumed, which cannot yet be
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confirmed due to the technology’s novelty. Finally, the reactor’s capital costs were estimated via
an experience curve and cost-scaling function, since only approximate investment figures for the
Plasma2X pilot plant were available.

Simulation Period Limited to One Year

All simulations cover only the calendar year 2023. A forecast of future electricity markets was
omitted to keep the scope manageable for a master’s thesis. However, the electricity market
is rapidly evolving, and volatility is expected to increase further with additional renewable
capacity. Therefore, re-running the simulations using projected future market data would be
valuable to determine whether higher volatility and more frequent negative prices could make
combined operation more profitable than single-operation, and whether FT-syncrude costs in
single-operation could decrease.

Biomass Substrate Costs

The results show that substrate costs account for a large share of total costs and become the
dominant cost factor for large plants. This work used the German national average substrate mix;
alternative feedstock compositions may be cheaper or more expensive, affecting gas composition
and costs. Exploring such variations using the existing program code would be a good extension.

Specific Investment Costs CHPU

For the investment costs of the CHPUs, only two sources were available, resulting in a lim-
ited data set for curve fitting. Furthermore, the data from these sources varied significantly,
leading to a fitted curve that in some cases deviates considerably from the actual values (see
Figure 5.2). However, the focus of this thesis was not on the CHPUs but rather on the BGtL
plant. Nevertheless, the curve fitting could be repeated with a larger data set in future work.

Specific Investment Costs FTS

Although the fitted curve for the FTS investment cost correlates well with the available data,
it should be noted that the reference FTS plants identified in the literature have significantly
higher capacities than those considered in this thesis. Unfortunately, no cost data could be found
for smaller-scale FTS units. Due to the strong correlation of the fit and the lack of relevant data
for small-scale FTS, the resulting formula was nevertheless applied in this study. However, if cost
data for smaller-scale plants become available in the future, the curve fitting should be updated
accordingly.
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Assumptions Regarding Membrane Separation

For the membrane separation step it is assumed, for simplicity, that the membranes operate with
100 % separation efficiency. In reality such perfect performance is not achievable: a small share
of the target components will not permeate completely and must be recycled to the compressor
upstream of the membrane unit. This recycle stream increases the volumetric flow rate and thus
the electric power demand of the compressor, meaning that the PCU total energy use will be
somewhat higher than the model predicts. However, the additional load is expected to remain
modest, so the idealised assumption was considered acceptable for the present study. Once the
Plasma2X pilot plant is in operation, real data should replace this simplification to quantify the
true impact on the energy balance.

9.4 Critical Discussion of Biogas Use for Synthetic Fuel Production

This chapter critically examines the use of biogas for synthetic fuel production. The simulations
indicate that synthetic fuel production via the novel BGtL route is promising and, depending on
the FT-syncrude price, can compete with the CHPU. However, combining both units currently
yields lower profits than running each in single-operation. If not combined, the units compete
for finite biogas feedstock, which otherwise helps stabilize the electricity grid as one of the few
flexible renewable sources. Therefore, it is crucial to assess whether diverting large shares of
biogas to fuel production would compromise grid stability.

Finally, synthetic fuels should be reserved for applications requiring high energy density—such
as aviation and certain maritime uses—until battery technology matures. Batteries currently
offer better overall energy efficiency [144], and research is underway to improve battery energy
density for aviation [145–149]. Thus, synthetic fuels serve as a transitional technology.

Finally, the model’s boundaries must be clearly defined to highlight opportunities for future
research. This thesis built the model on the current state of knowledge and confined all simulations
to the completed calendar year 2023, using actual market data from that period. The code,
however, is fully parameterized and can be adapted to any other year or scenario of different
parameters.

In future work, it would be valuable to run the model with projected electricity-market data
reflecting higher renewable electricity share and increased price volatility, in order to assess
how more extreme price swings and negative price events might affect BGtL plant operation
and FT-syncrude production costs. Similarly, it could investigate whether, under such market
conditions, combined CHPU–BGtL operation could outperform single-operation by exploiting
dynamic arbitrage. Once the Plasma2X pilot plant is commissioned, its actual operational
flexibility (startup and shutdown times) should be validated, and scenario analyses exploring a
range of reactor lifetimes and capital cost levels should be performed to quantify their impact
on ROI. Varying the biomass feedstock mix (for example, increasing or decreasing shares of
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manure, energy crops, or residues) would reveal how changes in gas composition influence biogas
composition and price. Finally, extending the synthesis module to include methanol (or other
e-fuel) pathways alongside Fischer–Tropsch would allow a direct techno-economic comparison of
alternative BGtL products and help identify the most promising route.

A further promising direction for future research is to expand the model in order to optimize not
only for profit, but also for system-supportiveness or grid-friendliness. In this thesis, nationwide
spot market prices for Germany were used. However, a system-friendly optimization would need
a more regional approach. For example, with high-resolution residual load data (ideally with
15-minute resolution) from a specific location, it would be possible to design an optimization
that considers both economic performance and the positive impact on local grid stability and
renewable integration. Including such regional and system-level objectives in the model could
give a deeper understanding of how flexible BGtL and CHPU operation can support the energy
transition beyond just profitability. This topic, which was not yet considered in the present
thesis, is a valuable idea for future academic work.
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10 Summary

The main objective of this thesis was to systematically analyze the technical and economic
potential of a flexible biogas plant system that combines a Biogas-to-Liquid (BGtL) plant—using
a flexible microwave plasma cracking (PC) and Fischer-Tropsch synthesis (FTS)—with a flexible
Combined Heat-and-Power Unit (CHPU). This topic is highly relevant for the energy transition,
as sectors like aviation and heavy transport need sustainable fuels. The idea is to use the carbon
in biogas more efficiently and to create a system that can produce electricity and heat when
electricity spot market prices are high, or convert biogas into FT-syncrude when electricity spot
market prices are low or negative, thus increasing profitability through arbitrage.

A gap in current research is that, although flexible CHPU operation is common and even
mandatory for large systems in Germany, and extensive literature exists on Biomass-to-Liquid
(BtL) technologies and plant optimization, the combination of these two systems has not been
studied in detail. Furthermore, there is currently no BGtL technology that converts biogas into
syngas in a single process step, which the novel PC technology can achieve.

In this thesis, a deterministic multi-period Mixed-Integer Linear Programming (MILP) model
was developed in Python using the Pyomo package. The model simulates plant operation for one
year with a time resolution of 15 minutes, based on real electricity prices from the German market
in 2023. It includes all significant technical, economic, and market constraints, such as plant sizes,
storage management, unit commitment logic, and investment and operational costs. Special
attention was given to realistically representing the new PC technology through thermodynamic
calculations for all process steps. The model allows simulation of different scenarios by varying
system parameters, such as biogas plant size, overbuilding factors for CHPU and BGtL, and the
biogas consumption ratio between the two routes.

The thesis begins with an overview of biogas production and utilization in Germany, followed
by a description of the reference system with the BGtL plant in more detail. After outlining
the basics, the methodology is described. An essential part of the methodology involved
researching simulation parameters. All relevant technical and economic parameters were derived
from literature, current market data, and own thermodynamic calculations when necessary.
Additionally, the MILP model, program code, and simulation procedure are explained.

It was found that both standalone CHPU and BGtL operations can be profitable, but for different
reasons. The CHPU achieves higher ROIs through overbuilding because of the flexibility bonus,
making flexible operation advantageous. In contrast, BGtL achieves the highest ROI when
not overbuilt, thus not operated flexibly. This is mainly because BGtL plants consist of more
individual units, significantly increasing investment costs with overbuilding, outweighing any
reduction in electricity costs through flexible operation.

The combined operation results were simulated extensively across various expansion scenarios.
In all tested configurations and market conditions for 2023, combined operation yielded lower
returns compared to single operations. This was primarily due to two reasons: combining both
plant types resulted in smaller-sized plants, increasing specific investment costs compared to
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single operations, and electricity price volatility in 2023 was insufficient to compensate for this.
Although the electricity costs of the BGtL plant decrease when the plants are combined, this is
mainly because, in combined operation, the CHPU takes over production during long periods of
high electricity market prices. In contrast, in single operation, the BGtL must run during these
times due to storage dynamics. However, the combination has hardly any positive effect on the
revenue from electricity sold by the CHPU, because the chosen remuneration value is so high
that there are very few periods when the market price actually exceeds this value. As a result,
the increase in investment costs due to combining the plants is greater than the reduction in
BGtL electricity costs or any increase in CHPU electricity revenue.

Further simulations determined optimal FT-syncrude prices and flexibility bonuses for the BGtL
plant to achieve profitable overbuilding of the BGtL plant. Results indicated lower FT-syncrude
prices could be viable for larger plants, with production costs ranging from 2.25 €/kgSyncrude

for a 2,000 kW biogas plant, 2.76 €/kgSyncrude for a 500 kW biogas plant, and 4.02 €/kgSyncrude

for a 75 kW biogas plant without overbuilding and in single-operation. The costs of large-scale
plants are therefore competitive compared to values reported in the literature for sustainable
FT-syncrudes. Considering increasing electricity market volatility and declining FTS investment
costs, future production costs may decrease further. The flexibility bonus needed for profitable
flexible operation is much higher than the current bonus for standard CHPU units, highlighting
the need for specific incentives to support flexible BGtL operation.

Overall, the thesis finds that the current rules and market conditions in Germany usually support
either flexible electricity production or synthetic fuel production as separate business models.
However, this could change in the future. If electricity prices become more volatile, the share of
renewable energy keeps rising, BGtL technologies are scaled up, and investment costs—especially
for FTS—continue to fall, then using biogas flexibly for both electricity and fuel production
could become a real competitive advantage. This work gives a solid quantitative basis and a
transparent model that can be used for further technical and economic studies, as well as for
optimizing future hybrid biogas plants.

Outlook

Building on the findings and methodological foundations of this thesis, future research offers
possibilities for deepening both the scientific understanding and the practical deployment of
hybrid biogas systems. One important next step is to adapt the optimization framework developed
in this thesis to future electricity market scenarios. As the share of volatile renewable energies
increases, forecasts up to 2045 predict substantially higher price volatility and more frequent
periods of negative or extremely low electricity prices. Integrating such market data into the
optimization model could reveal new threshold values and operational windows in which the
combined operation of BGtL and CHPU units becomes not only technically, but also economically
advantageous.

A second important topic is the use of real operational data from the PC Reactor. As soon as the
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Plasma2X pilot plant provides operational data, it will be crucial to revise model assumptions
regarding start-up and ramp times, efficiencies and operational lifetimes. This will help to make
future simulations more realistic.

A further important research area concerns the expansion of the modeled product portfolio and
system boundaries. Future modeling work should not be limited to Fischer–Tropsch products,
but should also encompass alternative synthetic fuel pathways such as methanol.

Another interesting direction for future research is to further develop the model so that it
optimizes not only for profit, but also for grid support and system integration. In this thesis, the
focus was on nationwide spot market prices for Germany. For a more system-oriented approach,
a regional perspective would be necessary. Using high-resolution residual load data from a
specific area (ideally with 15-minute intervals), it would be possible to design an optimization
that takes into account both economic results and positive effects on local grid stability and
renewable energy integration. By including these grid support targets, the model could provide
deeper insights into how flexible BGtL and CHPU operations can contribute to the energy
transition—not just in terms of profitability. This aspect was not yet covered in the present
thesis, but it offers valuable potential for future academic work.

A additional important point for future research is to look at changing biomass prices and
different feedstock mixes. The simulations showed that, especially for large plants, the cost of
biogas feedstock is often the biggest expense. If the type or mix of biomass changes, both the cost
and the composition of the biogas will change as well. Studying such scenarios would therefore
be very interesting and should be explored in future work.

In summary, the findings of this thesis show that, with the current electricity market, running
BGtL or CHPU units in single operation is more profitable than the combination of both systems.
But reducing investment costs and a changing spot market could make combined systems more
attractive in the future. Therefore, future research should focus on the interaction of these factors
to support the role of flexible, sustainable biogas plants in the energy transition for both flexible
electricity and synthetic fuel production.
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A.1 Thermodynamic Calculations

A.1.1 Data Tables

Figure A.1: Thermodynamic data of H2 [150].

Figure A.2: Thermodynamic data of CO [150].

Figure A.3: Thermodynamic data of CO2 [150].

Figure A.4: Thermodynamic data of H2O (gaseous) [150].
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Figure A.5: Thermodynamic data of CH4 [150].

Figure A.6: LHV and HHV of Biogas based on different CH4 Content [62].
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Table A.1: Shomate Coefficients for Various Species [151]

Species A B C D E
H2 33.07 -11.36 11.43 -2.77 -0.16
O2 31.32 -20.24 57.87 -36.51 -0.01
CH4 -0.70 108.48 -42.52 5.86 0.68
CO2 25.00 55.19 -33.69 7.95 -0.14
CO 25.57 6.10 4.06 -2.67 0.13
H2O(l) -203.61 1523.29 -3196.41 2474.46 3.86
H2O(g) 30.09 6.83 6.79 -2.53 0.08
C1 -0.70 108.48 -42.52 5.86 0.68

A.1.2 Used Thermodynamic Formulas

Each process unit is modeled under specific assumptions regarding pressure, temperature, and
flow. Only the essential aspects are summarized below.

Heat Capacity Calculation via the Shomate Equation

The molar specific heat capacity Cp (in J/(mol · K)) is calculated according to the Shomate
equation:

Cp = A+B

(
T

1, 000

)
+ C

(
T

1, 000

)2
+D

(
T

1, 000

)3
+ E(

T
1,000

)2 , (A.1)

where T is the temperature in Kelvin and A,B,C,D,E are the Shomate coefficients. The
mass-specific heat capacity cp (in J/(kg · K)) is then obtained by dividing Cp by the molar mass
M :

cp = Cp

M
. (A.2)

Mixture Properties

The effective molar mass M of a gas mixture is calculated from the mass flow rate ṁ and the
molar flow rate ṅ as follows:

M = ṁ

ṅ
=

∑
i

ξiMi =
∑

i

ψiMi, (A.3)

where ξi and ψi denote the mass and mole fractions of component i, respectively, and Mi is the
molar mass of component i.

For a gas mixture, the specific gas constant R is computed as a mass-fraction weighted sum of
the individual gas constants:

R =
∑

i

ξiRi, (A.4)
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and the overall specific isobaric heat capacity is given by

cp =
∑

i

ξi cp,i. (A.5)

The specific isochoric heat capacity is then

cv = cp −R, (A.6)

and the isentropic exponent κ is calculated as

κ = cp

cv
= cp

cp −R
. (A.7)

Heat Transfer

The heat transfer rate Q̇ for a heat exchanger is determined by:

Q̇ = ṁ cp (T2 − T1), (A.8)

where ṁ is the mass flow rate (in kg/s), T1 the inlet temperature, and T2 the outlet temperature.
Conversely, for a given heat transfer rate, the outlet temperature is calculated as:

T2 = Q̇

ṁ cp
+ T1. (A.9)

Polytropic Compressor Model

In the compressor model, a polytropic process is assumed, meaning that a portion of the heat
generated during compression is removed in-process. Consequently, the polytropic exponent n is
slightly lower than the isentropic exponent κ. For the compressors examined in this study, we
adopt

n = 1 + 0.75 (κ− 1). (A.10)

which corresponds to a moderate level of interstage cooling during compression [152]. The
polytropic work per unit mass is given by

wpoly = Rmix T1
n− 1

[(
p2
p1

) n−1
n

− 1
]
, (A.11)

so that the compressor power Pt is
Pt = ṁwpoly, (A.12)

and the outlet temperature after compression is

T2 = T1

(
p2
p1

) n−1
n

. (A.13)
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Mixture Heat Capacity Calculation

Finally, the overall specific heat capacity of a gas mixture is calculated by determining the
individual cp,i using the Shomate equation and then computing the mass-fraction weighted sum:

cp,mix =
∑

i

ξi cp,i. (A.14)

A.1.3 Thermodynamic Calculations for the BGtL Plant

To improve the traceability of the calculations, the detailed process flow diagram showing
individual components and streams is provided in Figure A.7 and in Tables A.2 and A.3.

Figure A.7: Detailed Flowchart of the BGtL Plant with Component and Streamtags.

To enable the simulation of the BGtL system, the plant’s energy demand represents a key input
parameter. As a reference, the pilot plant developed within the “Plasma2X” project is considered.
The energy demand was determined through thermodynamic evaluations of the process streams
as well as of the individual components of the system. These calculations were primarily carried
out using the Python script thermodynamic_calculations.py. For the sake of clarity and
brevity, only the most relevant calculation steps are presented here.

Plasmacracking Plant

The basis for the thermodynamic assessment is the documented power input of the microwave
unit in the PC Reactor of the Plasma2X Project, amounting to 10.00 kW, in combination with the
reaction equation provided in Eq. A.15. Accounting for an estimated microwave loss of 1.00 kW,
an effective input power of 9.00 kW is assumed. Furthermore, the synthesis gas composition is
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Table A.2: Liste der Komponenten

Number Component
1 Water Heater
2 Biogas Heater
3 Mixing Section
4 PC Reactor
5 Water Seperator
6 Compressor Gasmixture
7 H2/CO-Membrane Seperation
8 CO/CH4-Membrane Seperation
9 H2/CO2-Membrane Seperation
10 H2/Residual-Membrane Seperation
11 Compressor H2
12 Syngas Storage Tank
13 Heater Syngas
14 FTS Reactor
15 Seperator Hydrocarbons and Water

designed to achieve an H2/CO ratio of 2.2.

The flow factor, defined as the ratio between the fraction of feed gas bypassing the reaction
zone and the fraction subjected to cracking, is set to 4. Consequently, one quarter of the gas
stream enters the microwave’s reactive zone, while the remaining three quarters pass through
the system unconverted. It is further assumed that the gas fraction entering the reactive zone is
fully cracked under the given process conditions. For simplification, it is also assumed that no
by-products, such as short-chain hydrocarbons (e.g., C2–C4), are formed during the PC process.
Although such compounds may occur under real process conditions, their quantities are expected
to be negligible, thereby justifying this simplification.

Based on these assumptions, the mass flow rates of the feed streams Biogas Feed, Water Feed and
Gasmixture Feed and the resulting product gas Gasmixture Post Plasmacracking within the PC
Reactor can be determined.

For the targeted H2/CO ratio of 2.2, the following stoichiometric equation is obtained:

4 CH4 + CO2 + 3 H2O → 5 CO + 11 H2 (A.15)

Based on the standard formation enthalpies of the gas components and the molar amounts, the
reaction enthalpy is calculated to be 879.2 kJ/mol (see ??).

Using the effective microwave power of 9.00 kJ/s, the conversion rate can be determined as
follows:

ṅ = 9.00 kJ/s
879.2 kJ/mol ≈ 0.010237 mol/s (A.16)

The thermophysical properties of the gas components involved in the reaction are summarized
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Table A.3: Streams and mass flows (kg/h)

Stream Name T [°C] p [bar] ṁH2O ṁCO2 ṁCH4 ṁCO ṁH2 ṁC5+

a Water Feed 25 1 7.960 0 0 0 0 0
b Biogas Feed 25 1 0 1.621 2.359 0 0 0
c Biogas Feed Mixture 25 1 0 6.484 9.436 0 0 0
d Water Feed Vaporized 105 1 7.960 0 0 0 0 0
e Biogas Feed Mixture Heated 105 1 0 6.484 9.436 0 0 0
f Gas Mixture Feed to Plasmacracking 105 1 7.960 6.484 9.436 0 0 0
g Gas Mixture Post–Plasmacracking 105 1 5.970 4.863 7.077 5.159 0.811 0
h Separated Water 25 1 5.970 0 0 0 0 0
i Gas Post–Water Separator 25 1 0 4.863 7.077 5.159 0.811 0
j Gas Pre–Compressor 25 1 0 4.863 7.077 5.159 0.811 0
k Gas Post–Compressor 25 30 0 4.863 7.077 5.159 0.811 0
l Gas Mixture (CO + CH4) 25 30 0 0 7.077 5.159 0 0
m Gas Mixture (H2 + CO2) 25 6 0 4.863 0 0 0.811 0
n CO Membrane Separation 25 30 0 0 0 5.159 0 0
o CH4 Membrane Separation 25 1 0 0 7.077 0 0 0
p Gas Mixture H2 + Residual 25 6 0 0 0 0 0.811 0
q CO2 Membrane Separation 25 6 0 4.863 0 0 0 0
r Biogas Recycling 25 1 0 4.863 7.077 0 0 0
s Residual Recycling 25 6 0 0 0 0 0 0
t H2 Membrane Separation 25 1 0 0 0 0 0.811 0
u H2 Membrane Separation Compressed 25 30 0 0 0 0 0.811 0
v Syngas 25 30 0 0 0 5.159 0.811 0
w Syngas + Recycling 16.6 30 0 0 0 8.598 1.351 0
x Heated Syngas + Recycling 250 30 0 0 0 8.598 1.351 0
y FTS Product 250 30 3.283 0 0 3.439 0.540 2.328
z Product Post–Separation 4 30 3.283 0 0 0 0 2.328
aa Syngas Recycling 4 30 0 0 0 3.439 0.540 0

Table A.4: Assumptions for the BtL Reference Plant

Parameter Value Unit
Microwave Power 10.00 kW=kJ/s
Loss Power 1.00 kW=kJ/s
Effective Power 9.00 kW=kJ/s
H2/CO Ratio 2.2 -
Flow Factor 4 -
Syngas Recycling Factor 40 %

in Table A.5. The standard formation enthalpy at 105 °C and ambient pressure has been
calculated using literature values (see [150]). Based on the stoichiometric coefficients and the
calculated conversion rate, the mass and volumetric flow rates of the individual components can
be determined. The corresponding flow rates are shown in Table A.6.

Since the flow factor is 4, four times as much feed gas is required for the PC reaction. To achieve
this, the CH4 and CO2 that pass through the PCU without being cracked are later recycled, so
that an increase in the biogas feed is not necessary. However, the water feed must be increased
by a factor of four, because the steam is filtered out by a Water Separator after the PC reactor to
ensure that the gas mixture is dry for subsequent processes.

Thus, a mass flow of 7.96 kg/h of H2O is obtained for the Water Feed, while the Biogas Feed
comprises 1.621 kg/h of CO2 and 2.359,kg/h of CH4. A temperature of 25 °C and ambient pressure
are assumed. Since the Biogas Recycling gas is also cooled down during the process to 25 °C, it
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Table A.5: Properties of the Gas Components

Substance Standard Formation
Enthalpy (105 °C,
1.01325 bar)

Density (0 °C,
1.01325 bar)

Molar
Mass

[kJ/mol] [kg/Nm3] [g/mol]
CO -108.2 1.251 28
CO2 -390.4 1.98 44
H2O (g) -239.1 0.88 18
CH4 -71.8 0.717 16
H2 2.3 0.08988 2

Table A.6: Flow Rates of the Plasmacracking Reaction Reactants and Products (Reference
Plant: 10 kW)

Component mol mol/s g/s g/h kg/h Nm3/h
CO2 1 0.010 0.450 1621.5 1.621 0.819
H2O (g) 3 0.031 0.553 1990.0 1.990 2.261
CH4 4 0.041 0.655 2358.5 2.359 3.289
CO 5 0.051 1.433 5159.2 5.159 4.124
H2 11 0.113 0.225 810.7 0.811 9.020

must be mixed with the Biogas Feed and then jointly heated to 105 °C by the Biogas Heater. As
three quarters of the biogas pass through the PC Reactor, it is simplified by assuming that the
mass flow of the recycled biogas is exactly three times that of the Biogas Feed. Consequently, the
Biogas Recycling stream contains 4.863 kg/h of CO2 and 7.077 kg/h of CH4. This stream is mixed
into the Biogas Feed, resulting in the combined mass flows of the Biogas Feed Mixture amounting
to 6.484 kg/h of CO2 and 9.436 kg/h of CH4. In addition, the product gas stream Gasmixture
Post Plasmacracking can be determined. It consists of the reaction products — 5.159 kg/h of CO
and 0.811 kg/h of H2 — as well as the uncracked biogas and steam, which amount to 5.970 kg/h
of H2O, 4.863 kg/h of CO2, and 7.077 kg/h of CH4.

Table A.7: Mass flows (kg/h) for water and biogas feeds

Stream Name T [°C] p [bar] ṁH2O ṁCO2 ṁCH4 ṁCO ṁH2 ṁC5−C50

a Water Feed 25 1 7.960 0 0 0 0 0
b Biogas Feed 25 1 0 1.621 2.359 0 0 0
c Biogas Feed Mixture 25 1 0 6.484 9.436 0 0 0
d Water Feed vaporized 105 1 7.960 0 0 0 0 0
e Biogas Feed Mixture heated 105 1 0 6.484 9.436 0 0 0
f Gasmixture Feed Plasmacracking 105 1 7.960 6.484 9.436 0 0 0
g Gasmixture Post Plasmacracking 105 1 5.970 4.863 7.077 5.159 0.811 0
h Seperated Water 25 1 5.970 0 0 0 0 0
i Gas Post Water Seperator 25 1 0 4.863 7.077 5.159 0.811 0

Water Heater

The first component for which the required electrical power is to be determined is the Water
Heater. Its function is to raise the temperature of the Water Feed to 105 °C and to fully vaporize
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the fluid. The calculations are based on the application of the heat capacity equations (A.1, A.2,
A.5) in conjunction with the heat exchanger model described in Equation A.8. The relevant
parameters used for this calculation are summarized in Table A.8. It is assumed for simplicity
that no losses occur. Water has a specific heat capacity of 4,220.02 J/(kgK) in its liquid state

Table A.8: Thermodynamic properties of the Water Feed

Stream Name Tstart [°C] Tboiling [°C] Tend [°C] ∆hvap [kJ/kg] ṁ [kg/s] c
(l)
p [J/(kg K)] c

(g)
p [J/(kg K)]

a Water Feed 25 100 105 2,242 2.21 × 10−3 4,220.02 1892.01

and 1,892.01 J/(kgK) in its gaseous state. Consequently, the calculation is divided into two parts.
Equation A.17 determines the power required to heat the water to 100 °C. Under the assumption
of no heat losses, this process requires 699.82 W.

Qwater_heating = 2.21 × 10−3 kg
s · 4, 220.02 J

kg K · (373.15 − 297.15) K = 699.82 W (A.17)

It is then simplified by assuming that all of the water evaporates at 100 °C. The calculation
employs a latent heat of vaporization of 2,242 kJ/kg (Equation A.18), resulting in a vaporization
power of 4,957.31 W.

Qvaporization = 2.21 × 10−3 kg
s · 2, 242 J

kg = 4, 957.31 W (A.18)

Finally, Equation A.19 calculates the power required to raise the temperature of the vapor from
100 °C to 105 °C, which amounts to 20.92 W.

Qsteam_heating = 2.21 × 10−3 kg
s · 1, 892.01 J

kg K · (378.15 − 373.15) K = 20.92 W (A.19)

In summary, these contributions yield a total power demand of 5,678.05 W (Equation A.20) for
the Water Heater.

QWaterHeater = 699.82 W + 4, 957.31 W + 20.92 W = 5, 678.05 W (A.20)

Biogas Heater

The Biogas Feed Mixture is also to be heated from 25 °C to 105 °C. For this purpose, the Biogas
Heater is used, which is assumed to operate without heat losses, analogous to the Water Heater.
As in the previous calculation, Equation A.8 is applied. Since the biogas remains in the gaseous
phase throughout the process, only a single heat transfer step needs to be considered.

Table A.9: Thermodynamic properties of the Biogas Feed Mixture

Stream Name T1 [°C] T2 [°C] ṁ [kg/s] cp [J/(kg K)]
c Biogas Feed Mixture 25 105 4.42 × 10−3 1661.08

Based on a mass flow rate of 4.42 × 10−3 kg/s and a specific heat capacity of 1, 661.08 J/(kg K),
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the resulting thermal power amounts to 587.65 W.

QBiogasHeater = 4.42 × 10−3 kg
s · 1, 661.08 J

kg K · (373.15 − 297.15) K = 587.65 W (A.21)

Water Seperator

After the PC process, the gas stream Gasmixture Post Plasmacracking passes through the Water
Separator, which functions as a condensate separator. In this unit, the gas is cooled down to 25 °C
in order to condense and separate the water content from the gas phase. The thermodynamic
properties of the gas are summarized in Table A.10.

Table A.10: Thermodynamic properties of the Gasmixture Post Plasmacracking

Stream Name T1 [°C] T2 [°C] ṁ [kg/s] cp [J/(kg K)]
g Gasmixture Post Plasmacracking 105 25 6.63 × 10−3 2184.26

To determine the amount of heat to be removed, Equation A.19 for the heat exchanger is applied
again:

QWaterSeperator = 6.63 × 10−3 kg
s · 2, 184.26 J

kg K · (297.15 − 378.15) K = −2, 010.67 W (A.22)

Since heat is extracted from the gas, the thermal power is negative and amounts to −2, 010.67 W.
In this context, it is ideally assumed that the entire water content of 5.97 kg/h is removed from
the gas stream.

Compressor Gasmixture

The dry gas stream Gasmixture Pre Compressor is compressed from 1 bar to 30 bar using a
compressor. A polytropic compression process is assumed. The calculations are based on the
polytropic compression equations (Eq.A.10 – A.13). The thermodynamic and flow properties of
the gas mixture are summarized in TableA.11.

Table A.11: Thermodynamic and flow properties of the Gasmixture Pre Compressor

Stream Name T [°C] pstart [bar] pend [bar] ṁ [kg/s] R [J/(kg,K)] κ [-] n [-]
i Gas Post Water Separator 25 1 30 4.98 · 10−3 528.31 1.346 1.260

wpoly,CompressorGasmixture = 528.31, J/(kg,K) · 297.15,K
1.26 − 1 ·

[(30, bar
1, bar

) 1.26−1
1.26

− 1
]

= 614, 333.69, J/kg

(A.23)
PCompressorGasmixture = 4.98 × 10−3, kg/s · 614, 333.69, J/kg = 3, 059.66,W (A.24)

Tend = 297.15,K
(30, bar

1, bar

) 1.26−1
1.26

= 599.38,K (A.25)
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The results show that the Compressor Gasmixture requires a mechanical power input of 3,059.66 W
and heats the gas mixture up to 599.38 K during the compression process. It is now assumed
that the excess thermal energy of the gas can be utilized elsewhere in the system, for example
in heating processes. To determine the amount of thermal power contained in the gas after
compression, Equation A.19 is applied. The corresponding thermodynamic parameters for the
post-compression state are summarized in Table A.12.

Table A.12: Thermodynamic properties of the Gasmixture Post Compressor during cooling

Stream Name Tstart [°C] Tend [°C] ṁ [kg/s] cp [J/(kg,K)]
j Gasmixture Post Compressor 326.23 25 4.98 · 10−3 2,549.56

QCompressorGasmixture = 4.98 · 10−3 kg
s · 2, 549.56 J

kg K · (297.15 − 599.38) K = −3, 820.85 W
(A.26)

The calculation indicates that the gas mixture contains a recoverable thermal power of -3,820.85 W.

Compressor H2

Now the gas mixture passes through the membrane separation process, which does not require
any additional energy input. For simplicity, it is assumed that the membrane separation achieves
100% separation efficiency. In practice, however, this is not realistic. This means that any
unseparated excess would be recycled, resulting in a higher load on the Compressor Gasmixture.
Since the pressure on the hydrogen side drops from 30 bar to ambient pressure during membrane
separation, and the hydrogen is to be recombined with the carbon monoxide stream (which
remains at 30 bar) after separation, the hydrogen must be recompressed to 30 bar. This is
accomplished using the polytropic compressor Compressor H2.

Table A.13: Thermodynamic and flow properties of the H2 Membrane Seperation

Stream Name T [°C] pstart [bar] pend [bar] ṁ [kg/s] R [J/(kg,K)] κ [-] n [-]
i Gas Post Water Separator 25 1 30 0.23 · 10−3 4,124.01 1.405 1.304

wpoly CompressorH2 = 4, 124.01 J/(kg,K) · 297.15 K
1.304 − 1 ·

[(30 bar
1 bar

) 1.304−1
1.304

− 1
]

= 4, 871, 955.56 J/kg

(A.27)
PCompressorH2 = 0.23 × 10−3 kg/s · 4, 871, 955.56 J/kg = 1, 096.19 W (A.28)

Tend = 297.15 K
(30 bar

1 bar

) 1.304−1
1.304

= 656.84 K (A.29)

The calculation shows that the required power input for the Compressor H2 is 1,096.19 W, and
the hydrogen heats up to 656.84 K during the compression process.

The formula for calculating a heat exchanger can now be used to calculate the thermal energy
generated.
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Table A.14: Thermodynamic properties of the H2 Membrane Seperation

Stream Name Tstart [°C] Tend [°C] ṁ [kg/s] cp [J/(kg,K)]
j Gasmixture Post Compressor 383,69 25 0.225 · 10−3 14,298.48

QCompressorHydrogen = 0.225 · 10−3 kg
s · 14, 298.48 J

kg K · (297.15 − 656.84) K = −1, 155.38 W
(A.30)

Heater Syngas

The H2 is now mixed with CO to form the Syngas. This can then be either stored in the Syngas
Storage Tank or sent directly to the FTS Reactor. Before entering the reactor, the Syngas Recycling
stream is blended in and heated to 250 °C. The combined Syngas + Syngas Recycling stream
consists of 8.598 kg/h CO and 1.351 kg/h H2.

Table A.15: Thermodynamic properties of the Syngas + Syngas Recycling

Stream Name Tstart [°C] Tend [°C] ṁ [kg/s] cp [J/(kg,K)]
j Gasmixture Post Compressor 25 250 2.763 · 10−3 2,840.74

QHeaterSyngas = 2.763 · 10−3 kg
s · 2, 840.74 J

kg K · (523.15 − 297.15) K = 1766.41 W (A.31)

FTS Reactor

After heating to 250 °C, the synthesis gas (8.598 kg/h CO and 1.351 kg/h H2) enters the FTS
Reactor. A CO conversion of 60 % is assumed, so that 40 % of the feed remains unreacted.

The overall stoichiometry for linear paraffin formation is

nCO + (2n+ 1) H2 −→ CnH2n+2 + nH2O (A.32)

The chain-length distribution is given by the ASF law

wn = (1 − α)2 nαn−1, α = 0.89, n = 1 . . . 50, (A.33)

and the resulting wheigt fractions are shown in Figure A.8.

The mass flows of products and unconverted reactants are calculated as follows:

ṅCO,feed = 8.598 kg/h
28.01 g/mol = 8, 598 g/h

28.01 g/mol = 307 mol/h = 0.307 kmol/h,

ṅH2,feed = 1.351 kg/h
2.016 g/mol = 1, 351 g/h

2.016 g/mol = 670 mol/h = 0.670 kmol/h.
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Figure A.8: Weight fraction distribution of FT products (ASF law, α = 0.89).

With 60% CO conversion, the reacted molar flows become

ṅCO,react = 0.60 · 0.307 kmol/h = 0.184 kmol/h, ṅH2,react = 2 · 0.184 kmol/h = 0.368 kmol/h.

The paraffin mass flow (–CH2– basis) follows by multiplying the reacted CO with the molar mass
of CH2 units:

mHC = 0.184 kmol/h · 1, 000 mol/kmol · 14.027 g/mol = 2, 580 g/h = 2.580 kg/h.

Applying the C5+ fraction wC5+ = 0.9016 yields which are calculated with the ASF law before

mC5+ = 0.9016 · 2.580 kg/h = 2.326 kg/h.

The water mass flow is

mH2O = 0.184 kmol/h · 1, 000 mol/kmol · 18.015 g/mol = 3, 315 g/h = 3.315 kg/h.

Finally, the unreacted feed species are:

mCO,unreact = 0.40 · 8.598 kg/h = 3.44 kg/h,

mH2,consumed = 0.368 kmol/h · 1, 000 mol/kmol · 2.016 g/mol = 742 g/h = 0.742 kg/h,

mH2,unreact = 1.351 kg/h − 0.742 kg/h = 0.609 kg/h≈ 0.609 kg/h.

The next step is to determine the reaction enthalpy of the FTS reaction. To do this, the enthalpy
of formation of the hydrocarbons is determined first.

xn = wn/Mn∑50
k=1(wk/Mk)

, Mn = 12.011n+ 1.008 (2n+ 2) g/mol.
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Using the linear rule-of-thumb

∆fH
◦(HC) ≈ −25.6n − 44.6 [kJ/mol],

the mixture’s standard formation enthalpy becomes

∆fH
◦
HC,mix =

50∑
n=1

xn ∆fH
◦(CnH2n+2).

The calculation shows that the standard formation enthalpy of the hydrocarbons is -278.5 kJ/mol
or -2.139 MJ/kg.

The previously determined mixture formation enthalpy ∆fH
◦
HC,mix and the average chain length

n̄ are used to compute the reaction enthalpy per mole of hydrocarbon molecules, then multiply
by the actual molar production rate.

The properties are:

∆fH
◦
HC,mix = −278.510 kJ/mol, n̄ = 9.137, MHC = 130.182 g/mol.

And the calculation of the reaction enthalpy per mole of hydrocarbons:

∆rH
◦ =

[
∆fH

◦
HC + n̄∆fH

◦(H2O)
]

−
[
n̄∆fH

◦(CO) + (2 n̄+ 1) ∆fH
◦(H2)

]
.

Using ∆fH
◦(H2O) = −241.826 kJ/mol, ∆fH

◦(CO) = −110.541 kJ/mol, ∆fH
◦(H2) = 0:

∆rH
◦ =

[
−278.510 + 9.137 · (−241.826)

]
−

[
9.137 · (−110.541) + (2 · 9.137 + 1) · 0

]
= −1 479.831 kJ/mol hydrocarbons (HC).

With the production rate of the hydrocarbons, the heat loss can be determined:

ṅHC = 2.580 kg/h
130.182 g/mol = 2, 580.000 g/h

130.182 g/mol = 19.814 mol/h = 0.019814 kmol/h.

Q̇FTS = ṅHC · ∆rH
◦ = 19.814 mol/h · (−1, 479.831 kJ/mol)

= −29, 307.4 kJ/h = −8.141 kW.

Seperator Hydrocarbons and Water

Finally, the FTS Product stream is separated in a single Separator. For simplicity, only one unit
is considered, although in practice multiple separators are employed to fractionate the paraffins
by chain length. The simplified Separator Hydrocarbons and Water splits all hydrocarbons (C5+
and C1–4) and water from the not reacted syngas. The Syngas Recycling stream exiting the FTS
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Reactor is not separated but recycled directly. It is further assumed that any light hydrocarbons
(C1–4) are removed from the system rather than returned to the Plasmacracking Reactor for
additional cracking, which could also be possible. Inside the separator, the mixture is cooled in
stages from 250 °C down to a final 4 °C. As the temperature decreases, hydrocarbons condense in
order of decreasing chain length (long chains first). For simplicity, it is assumed that the entire
hydrocarbon–water mixture separates at 4 °C. An average specific heat capacity is assumed based
on the mean chain length of approximately 17, derived from the weight-fraction distribution.
Heptadecane (C17H36) has a specific heat capacity of 534.34 J/mol·K at 297.15 K [153], which is
rounded to 600 J/mol·K to reflect an average cooling temperature of approximately 400 K. The
properties of the other components are calculated as before using the Shomate equation in the
Python script.

The cooling duty is then calculated using the standard heat-exchanger equation.

Table A.16: Thermodynamic properties of the FTS Product

Stream Name Tstart [°C] Tend [°C] ṁ [kg/s] cp [J/(kg,K)]
j Gasmixture Post Compressor 250 4 2.763 · 10−3 2,270.85

QHeaterSyngas = 2.763 · 10−3 kg
s · 2, 270.85 J

kg K · (277.15 − 523.15) K = −1, 543.49 W (A.34)

A.1.4 Calculation of the reaction enthalpy of the PC process

The thermodynamic data is only available at a resolution of 100K [150]. The temperature of
the PC process will be 378K. A linear behavior is assumed for simplicity. Thus, the following
formula can be applied:

∆H(T ) = ∆H300K + (∆H400K − ∆H300K) · T − 300K
100 K (A.35)

This results in the following reaction enthalpies for the components:

∆HCO2(378 K) = −393.4 kJ/mol +
[
−389.5 kJ/mol −

(
−393.4 kJ/mol

)]
· 378 K − 300 K

100 K
≈ −390.4 kJ/mol

(A.36)

∆HCH4(378 K) = −74.8 kJ/mol +
[
−71.0 kJ/mol −

(
−74.8 kJ/mol

)]
· 378 K − 300 K

100 K
≈ −71.8 kJ/mol

(A.37)
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∆HH2O(g)(378 K) = −241.8 kJ/mol +
[
−238.4 kJ/mol −

(
−241.8 kJ/mol

)]
· 378 K − 300 K

100 K
≈ −239.1 kJ/mol

(A.38)

∆HCO(378 K) = −110.5 kJ/mol +
[
−107.6 kJ/mol −

(
−110.5 kJ/mol

)]
· 378 K − 300 K

100 K
≈ −108.2 kJ/mol

(A.39)

∆HH2(378 K) = 0.053 kJ/mol +
[
2.959 kJ/mol −

(
0.053 kJ/mol

)]
· 378 K − 300 K

100 K
≈ 2.3 kJ/mol

(A.40)

Using the molar quantities, the reaction enthalpy of the process can now be calculated:

∆HR =
∑

i∈products
ni ∆Hf (i) −

∑
j∈reactants

nj ∆Hf (j) (A.41)

∆HR =
[
11 · ∆HH2 + 5 · ∆HCO

]
−

[
4 · ∆HCH4 + ∆HCO2 + 3 · ∆HH2O

]
=

[
11 · 2.3 + 5 · (−108.2)

]
kJ/mol −

[
4 · (−71.8) + (−390.4) + 3 · (−239.1)

]
kJ/mol

=
[
25.3 − 541

]
kJ/mol −

[
−287.2 − 390.4 − 717.3

]
kJ/mol

= −515.7 kJ/mol −
(
−1394.9 kJ/mol

)
= +879.2 kJ/mol

(A.42)

A.1.5 Calculation of the Biogas Substrate Costs

wslurry = 0.55, wsilage = 0.45 (A.43)
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oDSslurry = wslurry · TSslurry · oDS
DS slurry

= 0.55 t · 0.10 · 0.80 = 0.044 t oDS

oDSsilage = wsilage · TSsilage · oDS
DS silage

= 0.45 t · 0.35 · 0.95 = 0.1496 t oDS

(A.44)

oDStotal = 0.044 + 0.1496 = 0.1936 t oDS per t fresh substrate (A.45)

Vbiogas = oDSslurry · 380 + oDSsilage · 650
= 0.044 · 380 + 0.1496 · 650
= 16.72 + 97.24 = 113.96 Nm3

biogas

(A.46)

Ksubstrate = wslurry · 40 €
t oDS = 0.45 t · 40 €

t = 18.00 € (A.47)

Csubstrate = Ksubstrate
Vbiogas

= 18 €
113.96 Nm3

≈ 0.158 €/Nm3
biogas

(A.48)
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A.2 Simulation Results and ROI Calculation Example

A.2.1 Simulation Results Tables

Table A.17: CHPU Single-Operation: Cost and revenue components (k€, rounded to 0.1;
Deviations from PQ 1 in brackets)

Prated PQ CAPEXBGP OPEXBGP CAPEXBGstor OPEXBGstor CAPEXCHPU OPEXCHPU Cbiogas,CHP

75 1 527.0 21.1 0.0 0.0 238.1 7.1 59.4
2 527.0 21.1 18.4 1.3 314.2 (+32.0%) 9.4 (+32.0%) 59.4
3 527.0 21.1 21.3 1.5 369.5 (+55.2%) 11.1 (+55.2%) 59.4

500 1 1,774.6 71.0 0.0 0.0 508.5 15.3 396.1
2 1,774.6 71.0 34.6 2.4 671.0 (+32.0%) 20.1 (+32.0%) 396.1
3 1,774.6 71.0 53.7 3.8 789.1 (+55.2%) 23.7 (+55.2%) 396.1

2,000 1 4,309.3 172.4 0.0 0.0 885.4 26.6 1,584.4
2 4,309.3 172.4 91.8 6.4 1,168.3 (+32.0%) 35.0 (+32.0%) 1 584.4
3 4,309.3 172.4 168.0 11.8 1,374.0 (+55.2%) 41.2 (+55.2%) 1 584.4

Prated PQ Rel,CHP Rheat,CHP Flexibility Bonus
75 1 105.4 9.6 0.0

2 103.6 (–1.8%) 9.7 (+0.7%) 4.9
3 102.9 (–2.3%) 9.7 (+0.7%) 9.8

500 1 702.8 64.1 0.0
2 690.4 (–1.8%) 64.5 (+0.7%) 32.5
3 686.3 (–2.3%) 64.5 (+0.7%) 65.0

2,000 1 2 811.0 256.2 0.0
2 2 761.6 (–1.8%) 258.1 (+0.7%) 130.0
3 2 745.1 (–2.3%) 258.1 (+0.7%) 260.0
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Table A.18: BGtL single-operation: Cost and revenue components (k€, rounded to 0.1;
deviations from PQ 1 in brackets)

Prated PQ CAPEXBGP OPEXBGP CAPEXBGstor OPEXBGstor CAPEXPC OPEXPC

75 1 526.98 21.08 0.0 0.0 541.79 21.67
2 526.98 21.08 18.4 1.3 821.19 (+51.7%) 32.85 (+51.7%)
3 526.98 21.08 21.3 1.5 1,047.37 (+93.3%) 41.89 (+93.3%)

500 1 1,774.6 70.98 0.0 0.0 1,691.1 67.64
2 1,774.6 70.98 34.6 2.4 2,563.3 (+51.6%) 102.53 (+51.6%)
3 1,774.6 70.98 53.7 3.8 3,269.2 (+93.3%) 130.77 (+93.3%)

2,000 1 4,309.3 172.37 0.0 0.0 3,885.2 155.41
2 4,309.3 172.37 91.8 6.4 5,888.8 (+51.7%) 235.55 (+51.7%)
3 4,309.3 172.37 168.0 11.8 7,510.7 (+93.3%) 300.43 (+93.3%)

Prated PQ OPEXFTS CAPEXSGstor OPEXSGstor Cel,BtL Cbiogas,BtL Cwater,BtL

75 1 28.75 0.0 0.0 112.21 59.41 1.6
2 28.75 90.4 1.4 93.46 (–16.7%) 59.41 1.6
3 28.75 135.7 2.0 87.10 (–22.4%) 59.41 1.6

500 1 100.56 0.0 0.0 748.08 396.10 10.7
2 100.56 602.9 9.0 622.96 (–16.7%) 396.10 10.7
3 100.56 904.4 13.6 580.65 (–22.4%) 396.10 10.7

2,000 1 251.07 0.0 0.0 2,992.3 1,584.4 42.6
2 251.07 2,411.8 36.2 2,491.9 (–16.7%) 1,584.4 42.6
3 251.07 3,617.7 54.3 2,322.6 (–22.4%) 1,584.4 42.6

Prated PQ RFuel

75 1 388.5
2 386.1 (–0.6%)
3 384.8 (–0.9%)

500 1 2,589.8
2 2,574.0 (–0.6%)
3 2,565.5 (–0.9%)

2,000 1 10,359.3
2 10 296.2 (–0.6%)
3 10 261.9 (–0.9%)
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Table A.19: Combined BGtL-CHPU system: Cost and revenue components (k€, rounded to
0.1; deviations from PQs 1:1 in brackets)

Prated PQs CAPEXBGP OPEXBGP CAPEXBGstor OPEXBGstor CAPEXPC OPEXPC

75 1:1 527.0 21.1 0.0 0.0 357.4 14.3
2:2 527.0 21.1 27.0 1.9 541.8 (+51.6%) 21.7 (+51.6%)
3:3 527.0 21.1 32.7 2.3 691.0 (+93.3%) 27.6 (+93.3%)

500 1:1 1,774.6 71.0 0.0 0.0 1,115.7 44.6
2:2 1,774.6 71.0 91.8 6.4 1,691.1 (+51.6%) 67.6 (+51.6%)
3:3 1,774.6 71.0 129.9 9.1 2,156.9 (+93.3%) 86.3 (+93.3%)

2,000 1:1 4,309.3 172.4 0.0 0.0 2,563.3 102.5
2:2 4,309.3 172.4 320.4 22.4 3,885.2 (+51.6%) 155.4 (+51.6%)
3:3 4,309.3 172.4 472.8 33.1 4,955.2 (+93.3%) 198.2 (+93.3%)

Prated PQs CAPEXCHPU OPEXCHPU OPEXFTS CAPEXSGstor OPEXSGstor Cel,BtL

75 1:1 180.4 5.4 18.2 0.0 0.0 56.1
2:2 238.1 (+32.0%) 7.1 (+31.9%) 18.2 45.2 0.7 46.2 (–17.6%)
3:3 280.0 (+55.2%) 8.4 (+55.2%) 18.2 67.8 1.0 42.7 (–23.9%)

500 1:1 385.4 11.6 63.6 0.0 0.0 374.0
2:2 508.5 (+32.0%) 15.3 (+31.9%) 63.6 301.5 4.5 308.3 (–17.6%)
3:3 598.1 (+55.2%) 17.9 (+55.2%) 63.6 452.2 6.8 284.5 (–23.9%)

2,000 1:1 670.9 20.1 158.9 0.0 0.0 1 496.2
2:2 885.4 (+32.0%) 26.6 (+32.0%) 158.9 1 205.9 18.1 1 233.1 (–17.6%)
3:3 1 041.3 (+55.2%) 31.2 (+55.2%) 158.9 1 808.8 27.1 1 137.9 (–23.9%)

Prated PQs Cbiogas,BtL Cwater,BtL Cbiogas,CHP RFuel,BtL Rel,CHP Rheat,CHP

75 1:1 29.7 0.8 29.7 194.2 52.7 4.8
2:2 29.7 0.8 29.7 193.4 (–0.4%) 51.2 (–2.8%) 4.8
3:3 29.7 0.8 29.7 192.7 (–0.8%) 50.8 (–3.6%) 4.8 (–0.2%)

500 1:1 198.0 5.3 198.0 1,294.9 351.4 32.0
2:2 198.0 5.3 198.0 1,289.1 (–0.4%) 341.4 (–2.9%) 32.0
3:3 198.0 5.3 198.0 1,284.8 (–0.8%) 338.7 (–3.6%) 32.0 (–0.2%)

2,000 1:1 792.2 21.3 792.2 5,179.7 1,405.5 128.1
2:2 792.2 21.3 792.2 5,156.3 (–0.5%) 1,365.5 (–2.8%) 128.1
3:3 792.2 21.3 792.2 5,139.1 (–0.8%) 1,354.7 (–3.6%) 127.8 (–0.2%)

Prated PQs Flexibility Bonus

75 1:1 0.0
2:2 2.4
3:3 4.9

500 1:1 0.0
2:2 16.3
3:3 32.5

2,000 1:1 0.0
2:2 65.0
3:3 130.0
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Table A.20: Combined BGtL-CHPU system: Cost and revenue components for the (k€, rounded
to 0.1; deviations from PQs 1:1 in brackets)

Prated PQs CAPEXBGP OPEXBGP CAPEXBGstor OPEXBGstor CAPEXPC OPEXPC

500 1:1 1 774.6 70.98 0.00 0.00 1,115.7 44.63
2:2 1 774.6 70.98 91.78 6.42 1,691.1 (+51.6%) 67.64 (+51.6%)
3:3 1,774.6 70.98 129.88 9.09 2,156.9 (+93.3%) 86.28 (+93.3%)

500 1:2 1,774.6 70.98 53.67 3.76 1,691.1 (–0.0%) 67.64 (–0.0%)
1:3 1,774.6 70.98 72.73 5.09 1,691.1 (–0.0%) 67.64 (–0.0%)

500 2:1 1,774.6 67.45 53.67 3.76 1,115.7 (–0.0%) 44.63 (–0.0%)
3:1 1,774.6 64.26 72.73 5.09 1,115.7 (–0.0%) 44.63 (–0.0%)

Prated PQs CAPEXCHPU OPEXCHPU OPEXFTS CAPEXSGstor OPEXSGstor Cel,BtL

500 1:1 385.4 11.56 63.64 0.0 0.0 374.04
2:2 508.5 (+31.9%) 15.26 (+32.0%) 63.64 301.47 4.52 308.29 (–17.6%)
3:3 598.1 (+55.2%) 17.94 (+55.2%) 63.64 452.21 6.78 284.49 (–23.9%)

500 1:2 385.4 11.56 63.64 301.47 4.52 308.29 (–17.6%)
1:3 385.4 11.56 63.64 452.21 6.78 284.49 (–23.9%)

500 2:1 508.5 (+31.9%) 15.26 (+32.0%) 63.64 0.0 0.0 374.04 (–0.0%)
3:1 598.1 (+55.2%) 17.94 (+55.2%) 63.64 0.0 0.0 374.04 (–0.0%)

Prated PQs Cbiogas,PC Cwater,PC Cbiogas,CHP RFuel,BtL Rel,CHP Rheat,CHP

500 1:1 198.05 5.33 198.05 1,294.9 351.4 32.03
2:2 198.05 5.33 198.05 1,289.1 (–0.4%) 341.36 (–2.9%) 32.02 (–0.0%)
3:3 198.05 5.33 198.05 1,284.8 (–0.8%) 338.66 (–3.6%) 31.96 (–0.2%)

500 1:2 198.05 5.33 198.05 1,286.8 (–0.6%) 351.38 (–0.0%) 32.03 (–0.0%)
1:3 198.05 5.33 198.05 1,281.8 (–1.0%) 351.38 (–0.0%) 32.03 (–0.0%)

500 2:1 198.05 5.33 198.05 1,294.9 (–0.0%) 344.35 (–2.0%) 32.20 (+0.5%)
3:1 198.05 5.33 198.05 1,294.9 (–0.0%) 342.16 (–2.6%) 32.14 (+0.4%)

Prated PQs Flexibility Bonus

500 1:1 0.0
2:2 16.25
3:3 32.50

500 1:2 0.0
1:3 0.0

500 2:1 16.25
3:1 32.50
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Table A.21: Combined BGtL-CHPU system: Cost and revenue components (k€, rounded to
0.1; deviations from CR = 0.50 of the respective PQ group in brackets)

PQs CR CAPEXBGP OPEXBGP CAPEXBGstor OPEXBGstor CAPEXPC OPEXPC

1:1 0.50 1,774.6 71.0 0.0 0.0 1,115.7 44.6
0.25 1,774.6 71.0 0.0 0.0 736.1 (–34.0 %) 29.4 (–34.0 %)
0.75 1,774.6 71.0 0.0 0.0 1,423.0 (+27.5 %) 56.9 (+27.5 %)

2:2 0.50 1,774.6 71.0 91.8 6.4 1,691.1 67.6
0.25 1,774.6 71.0 91.8 6.4 1,115.7 (–34.0 %) 44.6 (–34.0 %)
0.75 1,774.6 71.0 91.8 6.4 2,156.9 (+27.5 %) 86.3 (+27.5 %)

3:3 0.50 1,774.6 71.0 129.9 9.1 2 156.9 86.3
0.25 1,774.6 71.0 129.9 9.1 1,423.0 (–34.0 %) 56.9 (–34.0 %)
0.75 1,774.6 71.0 129.9 9.1 2,890.9 (+27.5 %) 115.1 (+27.5 %)

PQs CR CAPEXCHPU OPEXCHPU OPEXFTS CAPEXSGstor OPEXSGstor Cel,BtL

1:1 0.50 385.4 11.6 63.6 0.0 0.0 374.0
0.25 453.2 (+17.6 %) 13.6 (+17.6 %) 40.3 (–36.7 %) 0.0 0.0 187.0 (–50.0 %)
0.75 292.1 (–24.2 %) 8.8 (–24.2 %) 83.2 (+30.7 %) 0.0 0.0 561.1 (+50.0 %)

2:2 0.50 508.5 15.3 63.6 301.5 4.5 308.3
0.25 598.1 (+17.6 %) 17.9 (+17.6 %) 40.3 (–36.7 %) 150.7 (–50.0 %) 2.3 (–50.0 %) 154.2 (–50.0 %)
0.75 385.4 (–24.2 %) 11.6 (–24.2 %) 83.2 (+30.7 %) 452.2 (+50.0 %) 6.8 (+50.0 %) 463.7 (+50.4 %)

3:3 0.50 598.1 17.9 63.6 452.2 6.8 284.5
0.25 703.4 (+17.6 %) 21.1 (+17.6 %) 40.3 (–36.7 %) 226.1 (–50.0 %) 3.4 (–50.0 %) 142.1 (–50.1 %)
0.75 453.2 (–24.2 %) 13.6 (–24.2 %) 83.2 (+30.7 %) 678.3 (+50.0 %) 10.2 (+50.0 %) 431.2 (+51.6 %)

PQs CR Cbiogas,PC Cwater,PC Cbiogas,CHP RFuel,BtL Rel,CHP Rheat,CHP

1:1 0.50 198.0 5.3 198.0 1,294.9 351.4 32.0
0.25 99.0 (–50.0 %) 2.7 (–49.6 %) 297.1 (+50.0 %) 647.5 (–50.0 %) 527.1 (+50.0 %) 48.0 (+50.0 %)
0.75 297.1 (+50.0 %) 8.0 (+49.4 %) 99.0 (–50.0 %) 1,942.4 (+50.0 %) 175.7 (–50.0 %) 16.0 (–50.0 %)

2:2 0.50 198.0 5.3 198.0 1,289.1 341.4 32.0
0.25 99.0 (–50.0 %) 2.7 (–49.6 %) 297.1 (+50.0 %) 644.7 (–50.0 %) 514.9 (+50.9 %) 48.2 (+50.6 %)
0.75 297.1 (+50.0 %) 8.0 (+49.4 %) 99.0 (–50.0 %) 1,933.6 (+50.0 %) 169.0 (–50.5 %) 15.9 (–50.4 %)

3:3 0.50 198.0 5.3 198.0 1,284.8 338.7 32.0
0.25 99.0 (–50.0 %) 2.7 (–49.6 %) 297.1 (+50.0 %) 642.5 (–50.0 %) 511.2 (+50.9 %) 48.2 (+50.7 %)
0.75 297.1 (+50.0 %) 8.0 (+49.4 %) 99.0 (–50.0 %) 1,927.5 (+50.0 %) 167.0 (–50.7 %) 15.8 (–50.6 %)

PQs CR Flexibility Bonus

1:1 0.50 0.0
0.25 0.0
0.75 0.0

2:2 0.50 16.3
0.25 24.4 (+50.0 %)
0.75 8.1 (-50.0 %)

3:3 0.50 32.5
0.25 48.8 (+50.0 %)
0.75 16.3 (-50.0 %)
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A.2.2 Example ROI Calculation

As an illustrative example, the calculations are presented for the CHPU in single-operation
(PQCHPU = 1) with a biogas plant capacity of 500 kW. The corresponding cost and revenue data
are provided in Table A.17 in the appendix.

1. CHPU lifetime NCHPU. The CHPU is designed for 60,000 FLH and operates 8,760 h/year
in the reference case:

NCHPU = 60, 000 h
8, 760 h a−1 ≈ 6.85 a. (A.49)

2. Total annual costs C. Below is the sum of annualised capital costs, fixed OPEX and
variable costs:

C = C0,BGP
20 + C0,CHPU

NCHPU
+ C0,BGP + C0,CHPU

2 i+ OPEXBGP + OPEXCHPU + Cbiogas, CHP

= 1, 774, 600
20 + 508, 500

6.85 + 1, 774, 600 + 508, 500
2 · 0.06 + 71, 000 + 15, 300 + 396, 100

= 713, 900 € a−1.

(A.50)

3. Total annual revenue R. Revenue from electricity and heat generation:

R = Rel, CHP +Rheat, CHP = 702, 800 + 64, 100 = 766, 900 € a−1. (A.51)

4. Annual profit Πyear. Difference between revenue and total costs:

Πyear = R− C = 766, 900 − 713, 900 = 53, 000 € a−1. (A.52)

5. Return on investment (ROI). Profit divided by average invested capital:

ROI = Πyear(
C0,BGP + C0,CHPU

)
/2

= 53, 000
(1, 774, 600 + 508, 500)/2 ≈ 4.6%. (A.53)
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B Digital Appendices

The following additional content is provided on the accompanying digital storage medium:

B.1 Source Code MILP Model
This folder contains all Python scripts required for the MILP optimization, including
main.py, Optimization.py, and cost_calculations.py. Furthermore, the datasets
spotmarket_data.txt (for the arbitrage optimization) and spotmarket_data_threshold.txt
(for the threshold calculation for the CHPU) are included. All files are required to reproduce the
optimization results presented in this thesis.

B.2 Thermodynamic Calculations
This folder contains the Python script thermodynamic_calculations.py, which was used for
the thermodynamic calculations of the BGtL plant described in Chapter 5.3. The script allows
the user to reproduce all calculations and figures related to the thermodynamic evaluation.
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