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List of Abbreviations 

AC  = Alternating Current 

CAPEX = Capital Expenditures = investment costs 

CEE  = Company name 

BDEW  = Bundesverband der Energie- und Wasserwirtschaft = association 

BESS  = Battery Energy Storage System 

BMS  = Battery Management System 

BMWK = Bundesministerium für Wirtschaft und Klimaschutz der Bundesrepublik 

   Deutschland = federal ministry 

BOL  = Beginning of Life 

BOS  = Balance of System = costs for supporting components 

DC  = Direct Current 

DM  = Direct Marketer 

DOD  = Depth of Discharge = ratio of utilized capacity to nominal capacity 

EnFG  = Gesetz zu Finanzierung der Energiewende im Stromsektor durch Zahlungen 

   des Bundes und Erhebung von Umlagen = german law 

EnWG  = Gesetz über die Elektrizitäts- und Gasversorgung = german law 

EOL  = End of Life 

EPC  = Engineering-Procurement-Construction 

GO  = Grid Operator 

IDE  = Integrated Development Environment 

INT  = Intraday market 

IRR  = Internal Rate of Return 

KAV  = Verordnung über Konzessionsabgaben für Strom und Gas = german law 

KWKG  = Kraft-Wärme-Kopplungsgesetz = german law 

LCOE  = Levelized Costs of Energy 

LCOS  = Levelized Costs of Storage 

LFP  = Lithium-Iron-Phosphate = special type of lithium battery 

LMO  = Lithium Manganese Oxide 

LTO  = Lithium-Titanium-Oxide = special type of lithium battery 

MV  = Medium Voltage 

NMC  = Lithium-Nickel-Mangan-Cobalt-Oxide = special type of lithium battery 

NPV  = Net Present Value 
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OPEX  = Operational Expenditures = operational costs 

PCS  = Power Conversion System 

PPA  = Power Purchase Agreement 

PR  = Primary Reserve = FCR = Frequency Containment Reserve 

PV  = Photovoltaic 

RES  = Renewable Energy Systems 

RES+P  = Discharging BESS to supply RES 

RES-P  = Charging BESS from RES 

RTE  = Round-Trip Efficiency 

SOC  = State of Charge = ratio of recent capacity to nominal capacity 

SOH  = State of Health 

SR  = Secondary Reserve = aFRR = automatic Frequency Restoration Reserve 

SR+E  = Positive SR energy 

SR-E  = Negative SR energy 

SR+P  = Positive SR power 

SR±P  = Simultaneous provision of positive and negative SR power 

SR-P  = Negative SR power 

StromNEV = Verordnung über die Entgelte für den Zugang zu    

   Elektrizitätsversorgungsnetzen = german law 

StromStG = Stromsteuergesetz = german law 

TR  = Tertiary Reserve = mFRR = manual Frequency Restoration Reserve 

UstG  = Umsatzsteuergesetz = german law 
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Symbol Directory 

𝐶 = Cash-flow 

C-rate = Indicator for 𝑃𝑈 = ratio of 𝐼𝑈 to 𝑄𝑁 

𝐸𝑁 = Rated energy 

𝐺(𝑡) = Volatility of each timestamp 

𝑔 = Scaling factor for volatility visualization 

𝐼𝑈 = Operational current 

𝑘 = Discount factor 

𝑁𝑝 = Installed power-related grid fees 

𝑃𝑙𝑜𝑠𝑠 = Lost power 

𝑃𝑁 = Rated power 

𝑃𝑈 = Utilized power 

𝑄𝑐 = Charge capacity 

𝑄𝑑 = Discharge capacity 

QE = Capacity at EOL 

𝑄𝑙𝑜𝑠𝑠 = Lost capacity = 𝑄(𝐵𝑂𝐿) − 𝑄(𝐸𝑂𝐿) = 𝑄𝑁 − 𝑄𝑈 

𝑄𝑁 = Rated capacity 

𝑄𝑈 = Utilized capacity 

𝑆𝑂𝐶̅̅ ̅̅ ̅̅  = Average State of Charge 

t =  Time or timestamp 

V = System voltage 

𝑉𝑝(𝑡)  = Recent value of time series 

𝑥(𝑡)̅̅ ̅̅ ̅̅   = Mean value of time series 

∆𝐼 = Deviation of current Intraday price interval from mean Intraday price interval 

𝛿 = Capacity degradation battery 

𝛿𝑖𝑑𝑙 = Capacity degradation battery of idling 

𝛿𝑐𝑦𝑐 = Capacity degradation battery of cycling 
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Program Variable Directory 

activation_propability_PR Probability of charging and discharging when 

participating in the Primary Reserve market. 

activation_propability_SR Probability of charging or discharging when 

participating in the Secondary Reserve power markets. 

activation_propability_SR_minus_P Probability of discharging when participating in the 

negative Secondary Reserve power market. 

activation_propability_SR_plus_P Probability of discharging when participating in the 

positive Secondary Reserve power market. 

annual_charge_timestamps Number of timestamps, the BESS is charging 

annually. 

annual_discharge_timestamps Number of timestamps, the BESS is discharging 

annually. 

annual_timestamps_SR_plus_P Number of timestamps, the BESS could participate at 

the Secondary Reserve Markets annually. 

capacity_for_charging Capacity that can be charged at the selected 

timestamp. 

capacity_for_discharging Capacity that can be discharged at the selected 

timestamp. 

calculation_period Number of simulated years 

charge_cycle One complete sequence of charging 

curtailments_GO Curtailments of grid operator 

cycle One complete sequence of charging and discharging 

discharge_cycle One complete sequence of discharging 

end_year End year of simulation. The end year itself is excluded 

from simulation. 

future_revenue Indicator to compare different market scenarios. 

losses_pv Outages of PV plant 

losses_wind Outages of wind plant 

lower_bid_for_direct_activation To assume 100 % activation, the bid on the secondary 

energy reserve markets must be lower than the mean 

value. This variable sets how much lower. (€ / MWh) 

modified_prediction_horizon The prediction_horizon is modified dependent on the 

selected markets. 

nominal_price_Intraday Converted Intraday price for comparison (€ / MW / 

15-min / full active) 
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nominal_price_PR Converted Primary Reserve price for comparison (€ / 

MW / 15-min / full active) 

nominal_price_SR_energy Converted Secondary Reserve energy price for 

comparison (€ / MW / 15-min / full active) 

nominal_price_SR_power Converted Secondary Reserve power price for 

comparison (€ / MW / 15-min / full active) 

number_plans Within the same prediction_horizon, multiple plans 

can be developed, depending on this factor. 

power_factor     Usable capacity / usable power (MWh / MW) 

power_pv     Power of PV plant (MW) 

power_wind     Power of wind plant (MW) 

prediction_horizon    Number of future timestamps investigated. 

price_Intraday     Intraday market price in (€ / MWh) 

price_PR     Primary Reserve market price (€ / MWh) 

price_SR_energy    Secondary Reserve energy market price (€ / MWh) 

price_SR_power    Secondary Reserve power market price (€ / MWh) 

RES_production    Renewable production (MW) 

self_discharge_factor Factor between 0 and 1, dependent on the self-

discharge rate of the BESS. 

simulation_power    Usable power (MW) 

system_RTE     System roundtrip efficiency 

system_RTE_factor Factor > 1, dependent on system roundtrip efficiency. 

year_commissioning    Start year of simulation 
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1 Introduction 

Germany's energy transition has led to a rapid expansion of photovoltaic (PV) and wind energy systems 

in recent years. By 2024, PV systems accounted for 14 % and wind energy systems for 33 % of 

Germany's net electricity generation (Fraunhofer ISE, 2025). 

Since the feed-in power of renewable energy systems (RES) such as wind and PV fluctuates and can 

only be predicted approximately, the integration of RES poses a challenge to grid stability (Stroe et al., 

2017:430). The curtailments of RES due to local grid overloads is expected to increase significantly in 

the coming years (Fraunhofer ISI et al., 2024:15). 

The fluctuating RES generation also leads to increased volatility in market prices (Fraunhofer ISE, 

2024). During summer, the high midday PV generation and the low levelized cost of electricity (LCOE) 

of photovoltaics result in minimum prices on the Intraday and Day-Ahead electricity markets 

(Fraunhofer ISE, 2024). In contrast, morning and evening peak demand, which is primarily covered by 

expensive conventional power plants, leads to price maxima (Fraunhofer ISE, 2024). 

To enhance grid stability while simultaneously achieving economic benefits, short-term energy storage 

systems utilize market opportunities based on an arbitrage model: energy is purchased at the lowest 

prices and sold at the highest prices (Finhold et al., 2023:1). By reducing electricity price fluctuations, 

energy storage systems contribute to stabilizing electricity markets (Christian Schäfer, 2024). 

Historically, storage capacity has primarily been provided by pumped storage power plants (Martinez-

Bolanos et al., 2020:2). However, Germany lacks the geographical potential for additional pumped 

storage facilities (Connor Thelen et al., 2024:29). 

Due to the exponential decline in lithium costs in recent years, lithium-ion battery electric storage 

systems (BESS) have become a viable economic alternative to pumped storage power plants. The 

installed power of battery storage systems in Germany increased by 41 % compared to the previous year 

to 12.1 GW in 2024, while total installed capacity rose by 39 % to 17.7 GWh (Fraunhofer ISE, 2025). 

Since 2024, the installed battery storage capacity in Germany has surpassed that of pumped storage 

power plants (Fraunhofer ISE, 2025). 

For BESS to be deployed, they must be planned both technically and economically. From a technical 

perspective, key parameters such as storage capacity, power, degradation, and efficiency significantly 

influence the operation of BESS (Merten et al., 2020). From an economic perspective, the storage system 

must generate profit over its planned lifetime. This can be evaluated using financial metrics such as the 

Internal Rate of Return (IRR) and Net Present Value (NPV) (Buratynskyi et al., 2023:545). Given the 

many assumptions involved, a sensitivity analysis is also essential. 

The highest profitability of a BESS can be achieved through cross-market optimization (Finhold et al., 

2023:2). This means that a BESS is marketed across multiple electricity markets to maximize revenue. 

Additionally, decentralized storage systems are well suited for increasing grid stability (Stroe et al., 

2017:430). A co-located battery storage system, as one installed near RES, can help balance fluctuating 

RES generation (Fan et al., 2021:1). 

Several simulation programs for BESS planning are available on the market, such as HOMER Software 

(UL Solutions, 2024) and the System Advisor Model (NREL, 2024). However, a significant drawback 

of these tools is that they are based on assumptions, which are not always visible or customizable. 
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Technology AG, 2023:4). The red connections in Figure 2 symbolize the energy flow. When the 

batteries discharge, the bidirectional inverter converts the DC voltage of the Battery Bank into AC, and 

during charging, it converts it back to DC (SMA Solar Technology AG, 2023:4). The transformer 

increases the voltage during discharge to medium-voltage (MV) level and decreases it during charging 

(SMA Solar Technology AG, 2023:4). An MV switch can disconnect the facility from the grid 

(SMA Solar Technology AG, 2023:4).  Auxiliary Units include temperature regulation, lighting system, 

and ventilation (Crawford et al., 2022:18). Auxiliary power is also needed by communication and 

control electronics and the fire protection for the BESS (Crawford et al., 2022:20). The meter is located 

at the grid connection point. It measures the system's power generation and consumption bidirectionally. 

 

Figure 2 Technical Setup of a Commercially Utilized BESS (own Figure with Reference to 

(SMA Solar Technology AG, 2023:4) and (Crawford et al., 2022:15–18)) 

 

2.3 Modelling Technical Performance of Battery Storages 

2.3.1 Technical Battery Parameters 

The simulation program applies the following formulas for technical battery parameters in chapter 3 

and 4. 

The technical modelling of BESS is complicated because of different definitions of important battery 

parameters (Sauer et al., 1999) and a lack of specifications in the literature sources. Figure 3 graphically 

represents the key capacity-related battery parameters, which are explained in detail: 

The rated capacity 𝑄𝑁 in Ah and the rated power of the battery 𝑃𝑁 in kW are key parameters of the 

battery (Böttcher and Nagel, 2018:154.ff). The rated energy 𝐸𝑁 in kWh is calculated from the product 

of the system voltage V in kV and 𝑄𝑁 (Böttcher and Nagel, 2018:154): 

𝐸𝑁  (kWh) = 𝑄𝑁  (Ah) ∙ 𝑉 (kV)  (1) 

However, in literature, the term rated energy is often replaced by rated capacity 

(Martinez Bolanos et al., 2020:5), and thus the rated capacity is given in kWh. Since nominal capacity 

and power are rarely utilized in practice due to capacity and power losses during operation (R. 

Li et al., 2023:3075), utilized capacity 𝑄𝑈 and power 𝑃𝑈 are also specified (IREA, 2012:8). In this work, 

𝑄𝑈 and 𝑃𝑈 are defined as constants over the runtime of the battery. 𝑄𝑈 and 𝑃𝑈 are defined by the user 



5 

 

and describe the BESS which can be traded on the market. In contrast, 𝑃𝑁 and 𝑄𝑁 are unknown and 

calculated by the program. 

𝑄𝐸 represents the capacity available at the end of operational life (EOL) (Figure 3). Since 𝑄𝑈 is assumed 

constant, the utilized capacity of the battery must be less than or equal to 𝑄𝐸:  

𝑄𝑈 ≤ 𝑄𝐸  (2) 

The operational lifespan of a BESS depends on the time dependent battery capacity degradation 𝛿 in % 

of 𝑄𝑁. This degradation is categorized into idling degradation 𝛿𝑖𝑑𝑙 in % degradation of 𝑄𝑁 per day and 

cycling degradation 𝛿𝑐𝑦𝑐 in % per cycle (Timur Sayfutdinov et al., 2020:3). Idling describes the 

degradation of the BESS during standby periods, while cycling refers to degradation during active 

operation (Timur Sayfutdinov et al., 2020:3). Total degradation is the sum of both idling and cycling 

effects (Timur Sayfutdinov et al., 2020:4): 

𝛿(𝑡, 𝑐𝑦𝑐𝑙𝑒𝑠, 𝑆𝑂𝐶̅̅ ̅̅ ̅̅ , 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ )(%) = 𝛿𝑖𝑑𝑙(𝑆𝑂𝐶̅̅ ̅̅ ̅̅ ) (
%

d
) ∙ 𝑡 (𝑑) + 𝛿𝑐𝑦𝑐(𝐷𝑂𝐷̅̅ ̅̅ ̅̅ ) (

%

cycle
) ∙

𝑐𝑦𝑐𝑙𝑒𝑠(𝑡)(𝑐𝑦𝑐𝑙𝑒)  
(3) 

𝑆𝑂𝐶̅̅ ̅̅ ̅̅  describes the average State of Charge (7) and 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  the average Depth of Discharge (6). 

In Figure 3, capacity degradation is depicted by the red function. The absolute capacity losses 𝑄𝑙𝑜𝑠𝑠(𝑡) 

are calculated as follows:  

𝑄𝑙𝑜𝑠𝑠(𝑡) =
𝛿(𝑡)(%)

100 (%)
∙ 𝑄𝑁  (4) 

The remaining capacity, expressed as a percentage of 𝑄𝑁, is referred to as State of Health (SOH) 

(Pregnolato, 2019:36): 

𝑆𝑂𝐻(𝑡)(%) = (
𝑄𝑁−𝑄𝑙𝑜𝑠𝑠(𝑡)

𝑄𝑁
) ∙ 100 %  (5) 

In Figure 3, a distinction is made between the charged capacity 𝑄𝑐 and the discharged capacity 𝑄𝑑 of 

𝑄𝑈 in a discharge cycle. 

The DOD describes the ratio of discharged capacity to 𝑄𝑁 (Pregnolato, 2019:35.f): 

𝐷𝑂𝐷(𝑡)(%) =
𝑄𝑑(𝑡)

𝑄𝑁
∙ 100 %  (6) 

The SOC indicates the releasable capacity of the battery relative to 𝑄𝑁 (Pregnolato, 2019:36). The 

releasable capacity decreases with 𝑄𝑙𝑜𝑠𝑠 and 𝑄𝑑: 

𝑆𝑂𝐶(𝑡)(%) = (
𝑄𝑁  − 𝑄𝑙𝑜𝑠𝑠(𝑡)

𝑄𝑁 
−

𝑄𝑑(𝑡)

𝑄𝑁
) ∙ 100 %  (7) 
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Figure 3 Capacity-Related Battery Parameters (own Figure) 

 

Battery cycles are measured in full cycles or equivalent full cycles. A full cycle describes a complete 

charge and discharge relative to the nominal capacity (Tanim et al., 2021:663). An equivalent full cycle 

occurs with the same energy throughput as a full cycle (Tanim et al., 2021:663).  

As 𝑃𝑈, the C-rate in 
1

h
 serves as an indicator of the operating power performance of the system 

(Böttcher and Nagel, 2018:141). The greater the currently used power of a battery, the greater the C-rate: 

𝐶-𝑟𝑎𝑡𝑒 (
1

h
) =

𝐼𝑈 (A)

𝑄𝑁 (Ah)
=

𝑃𝑈 (kW)

𝐸𝑁 (kWh)
  (8) 

𝐼𝑈 represents the current intended for operation. 

Batteries exhibit self-discharge, which is low for lithium batteries: self-discharge loss amounts to 

2 to 3 % per month (Zheng et al., 2020:2). The self-discharge rate of lithium-ion batteries varies with 

technology: For Lithium-Nickel-Mangan-Cobalt-Oxide (NMC), 1 % per month, for Lithium-Titanium-

Oxide (LTO) 2 % per month, for Lithium Manganese Oxide (LMO) 3 % per month and for Lithium-

Iron-Phosphate (LFP) 4 % per month can be adopted (Timur Sayfutdinov et al., 2020:7). The learning 

rate of self-discharge is negligible in the near future (IREA, 2017:125). 

The efficiency is divided into DC efficiency, PCS efficiency, and system efficiency (Crawford et al., 

2022:24). 

 

2.3.2 Battery Efficiencies 

Battery efficiencies or round-trip efficiencies (RTE) are generally calculated as the ratio of discharged 

energy to charged energy of the BESS (Mongird et al., 2020:6).  

The DC RTE describes the efficiency of the battery unit. PCS RTE is represented by DC efficiency 

minus PCS losses. PCS losses are caused by the bidirectional inverter (Crawford et al., 2022:17) and 

the transformer which is partly contained in the same power station (SMA Solar Technology AG, 
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2023:4). Charging losses are a little larger than discharging losses: the efficiency of the bidirectional 

inverter is 96.6 % for rated charge and 98.7 % for rated discharge (Crawford et al., 2022:18). 

The PCS RTE depends on SOC: if SOC falls below 20 % or exceeds 80 %, PCS RTE decreases 

significantly (Figure 4). 

 

Figure 4 PCS RTE dependent on SOC (Crawford et al., 2022:18) 

 

Auxiliary losses primarily arise from the thermal management system (Crawford et al., 2022:20). 

Considering all losses at the grid connection point results in system RTE. It includes also losses such as 

cable losses and losses from communication and control electronics (Crawford et al., 2022:18.ff). 

Figure 5 indicates a practical test of a LFP storage in 2022 with 𝑃𝑁 = 1 MW and 𝑄𝑁 = 5.5 MWh. DC, 

PCS, and system RTE differ from each other. The losses of the battery unit are lower than the sum of 

losses from power conversion and auxiliary power. The system RTE ranges from 77 to 83 %, depending 

on 𝑃𝑈: the higher the utilized power, the lower the efficiency. 

 

Figure 5 DC- PCS- and System RTE dependent on PU (Crawford et al., 2022:24) 

 

In literature, RTE data is often opaque, as distinctions between DC-, PCS- and system RTE are not 

always clarified (Timur Sayfutdinov et al., 2020). Reported values vary considerably: for instance, 

system RTE values for 2017 range between 83 % and 87 %, as derived from practical tests (Mongird et 

al., 2020:13), whereas results from the practical test in Figure 5 show significantly lower values. 
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Figure 6 and Figure 7 show the degradation behavior of various lithium battery technologies, calculated 

using formulas (9) and (10). The SOC dependency of idling degradation at 20 °C is approximately linear 

(Figure 6), while the DOD dependency is quadratic (Figure 7). Capacity degradation is shown on the y-

axis as a percentage capacity loss of 𝑄𝑁 per day for 𝛿𝑖𝑑𝑙 (Figure 6) and per cycle for 𝛿𝑐𝑦𝑐 (Figure 7). 

𝛿𝑐𝑦𝑐 exerts a much stronger degradation effect at higher DODs compared to 𝛿𝑖𝑑𝑙. For LFP, 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  would 

have to be less than 30 % so that degradation effects of idling and cycling are comparable. Furthermore, 

significant technological variations exist among lithium technologies: NMC and LFP degrade similarly, 

LMO has high degradation, and LTO exhibits low degradation. For BESS, minimal degradation is an 

important factor, making LTO an appealing option for costs reductions (Timur Sayfutdinov et al., 

2020:10). 

 

Figure 6 Idling Capacity Degradation in % per Day for NMC, LFP, LTO and LMO Dependent on 

Average SOC at 20 °C (own Figure, values from: (Fallahifar and Kalantar, 2023:4)) 

 

 

Figure 7 Cycling Capacity Degradation in % per Day for NMC, LFP, LTO and LMO dependent on 

Average DOD for C-rates <= 1 at 20 °C (own Figure, values from: (Fallahifar and Kalantar, 2023:4)) 
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Power Degradation 𝑃𝑙𝑜𝑠𝑠 depends on the number of cycles and 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  at 20 °C. The following formula 

for power degradation has been developed for LFP batteries (Swierczynski et al., 2015:3475): 

𝑃𝑙𝑜𝑠𝑠(𝑐𝑦𝑐𝑙𝑒, 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ )(%) = (0.000036927 ∙ 𝑒
0.08657 ∙ 

1

%
 ∙  𝐷𝑂𝐷̅̅ ̅̅ ̅̅ ̅ (%)

∙

𝑐𝑦𝑐𝑙𝑒
0.00434 ∙ 293−0.008 ∙ 

1

%
 ∙ 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ ̅(%)−0.1504

)  %  
(11) 

Appendix 13 illustrates the power degradation of LFP as a function of 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  and the number of cycles. 

As the DOD increases, power degradation rises exponentially, whereas the increase in power 

degradation with a rising number of cycles is approximately linear. Compared to capacity degradation, 

power degradation is significantly lower. 

 

2.4 Battery costs 

The costs of the BESS have been analyzed, including capital expenditures (CAPEX), operational 

expenditures (OPEX) and the residual value. 

CAPEX depend on storage capacity and storage power. In the literature, CAPEX values are not 

standardized (Mongird et al., 2020:87.f). In this work, cost components related to capacity and power 

are distinguished. The total CAPEX are then calculated as follows (Ekman and Jensen, 2010:1144): 

𝑡𝑜𝑡𝑎𝑙 𝐶𝐴𝑃𝐸𝑋 (€) = 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝐶𝐴𝑃𝐸𝑋 (
€

kWh
) ∙  𝑄𝑁(kWh) +

𝑝𝑜𝑤𝑒𝑟 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝐶𝐴𝑃𝐸𝑋 (
€

kW
) ∙ 𝑃𝑁(kW)  

(12) 

This separate consideration of capacity and power dependent costs is crucial, as both the optimal 

installed power and the optimal installed capacity need to be determined. 

To compare the costs of different battery types, only capacity-dependent CAPEX are utilized. In addition 

to the storage unit, balance-of-system (BOS) costs, system integration costs, engineering, procurement, 

and construction (EPC) costs, as well as project development costs are included in the capacity-

dependent CAPEX (Mongird et al., 2020:87.f). 

Power-dependent costs consist of the costs of storage power electronics, controls and communication 

systems, and grid connection (Mongird et al., 2020:87.f). 

Capacity-dependent CAPEX depend on the storage technology, 𝑄𝑁, and 𝑃𝑁 (Mongird et al., 2020:87.f). 

They also vary over time, since battery technology is still in the development phase (Mauler et al., 

2021:4733). Power-dependent CAPEX depend on time and 𝑃𝑁. When comparing different lithium 

battery types, power-dependent CAPEX are not technology-dependent. However, if vanadium-flow or 

other non-lithium battery technologies are considered, power-dependent CAPEX also depend on the 

technology (Mongird et al., 2020:87.ff). For example, the costs for grid connection and project 

development differ for vanadium-flow batteries compared to lithium technologies. 

Regardless of the development of raw material prices, continuously falling battery prices are expected 

(Mauler et al., 2021:4712). An analysis of numerous studies has yielded the following technology-

independent learning curve for lithium-ion battery storage systems (Figure 8). It includes future 

projections from the literature and experts (Mauler et al., 2021:4733). The x-axis shows the development 

of capacity-dependent CAPEX in $ / kWh over the years. Up to 2020, the red bars represent the actual 

development, while the examined forecast models are depicted with gray and white markers. The black 

curve describes the result in the form of a regression function through the data points. However, 
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deviations of more than 100 % exist between the different forecasted CAPEX values from the studies, 

so these should only be regarded as indicative figures (Mauler et al., 2021:4733). 

 

Figure 8 Learning Curve for Capacity-dependent CAPEX in $ / kWh for Lithium-Ion Batteries (Mauler 

et al., 2021:4733) 

 

Appendix 14 shows the power- and capacity-dependent components of the CAPEX for lithium BESS. 

Batteries with varying capacities and power levels are analyzed regarding their percentage contribution 

to total CAPEX. The costs of the storage block always account for the largest share. With increasing 

capacity or power installation for storage hours > 1, the proportion of power-related costs decreases. 

The ratio of nominal capacity and power describes the storage hours: 

𝑠𝑡𝑜𝑟𝑎𝑔𝑒 ℎ𝑜𝑢𝑟𝑠 (h) =
𝑄𝑁  (MWh)

𝑃𝑁  (MW)
  (13) 

All costs given in US Dollar are converted to euros using the following formula, which corresponded to 

the conversion rate as of October 4, 2024 (tagesschau, 2024). 

𝐸𝑢𝑟𝑜 =  0.91 ∙  𝑈𝑆𝐷 𝐷𝑜𝑙𝑙𝑎𝑟  (14) 

When comparing cost components of LFP with NMC, only the capacity-dependent CAPEX differ, with 

BOS are cheaper for LFP and battery block costs are cheaper for NMC (Appendix 15). 

Figure 9 shows the power-dependent CAPEX, influenced by time and the scaling effects of 𝑃𝑁. The 

costs were converted to 
€

kW
 using Equation (14). In contrast to capacity-dependent CAPEX, the power 

dependent CAPEX are independent of 𝑄𝑁 (Mongird et al., 2020:87). The larger 𝑃𝑁, the lower the power-

dependent costs. For a 100 MW BESS, the power-dependent CAPEX are reduced by almost half 

compared to a 1 MW BESS. The cost reduction effect due to the learning curve shows future potential. 
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Figure 9 Power-dependent CAPEX for 2020 and 2030 for 1 MW, 10 MW, and 100 MW (own Figure 

based on: Mongird et al., 2020:87.f) 

 

The capacity-dependent CAPEX in 
€

kWh
 are shown on the y-axis in Figure 10, depending on installed 

capacity and power. The different colored bars represent LFP and NMC BESS for the years 2020 and 

2030. Battery storage systems with varying capacities and power levels are plotted on the x-axis. Cost 

reductions due to economies of scale can be seen with increasing capacity as well as increasing power. 

A power increase from 1 to 100 MW leads to a price reduction of about 12.5 %. A capacity increase 

from 2 to 10 storage hours results in a comparable price reduction. 

LFP and NMC differ only minimally in capacity-dependent CAPEX, with LFP being slightly cheaper 

than NMC. In the market, this difference fades due to the large price variability between offers, 

especially in forecasts (Mauler et al., 2021:4733). The temporal development shows significant cost 

reduction potential until 2030. The price reduction can be up to 30 % for 2030 compared to 2020. 

 

Figure 10 Analysis of Capacity-dependent CAPEX in € / kWh of LFP and NMC in 2020 and 2030 

dependent on Installed Capacity and Power (own Figure based on: Mongird et al., 2020:87.ff) 

 

The OPEX are divided into fixed and variable costs (Mongird et al., 2020:12.f). The fixed OPEX are 

specified in units of 
€

kW ∙ a
 , with the power rating referring to 𝑃𝑁 . They depend on technology, time, 
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installed power and installed capacity (Mongird et al., 2020:87.ff). The dependency on installed capacity 

and time is minimal (Mongird et al., 2020:87.f). The cost difference between 2020 and 2030 for a 1 MW, 

4 MWh LFP system amounts to 0.7
€

kW ∙ a
 . The cost difference for a 10 MWh system with power ratings 

of 1 MW and 100 MW in 2030 is 0.8 
€

kW ∙ a
 .  

Fixed OPEX can be assumed to increase linearly with installed capacity (Mongird et al., 2020:87.f). 

Their uncertainty can be up to 100 % (Mongird et al., 2019:46.f). 

The variable OPEX, expressed in 
€

MWh
 , are dependent on the stored energy. In the literature, the 

definition of variable OPEX is inconsistent (Mongird et al., 2020:13). Generally, operational and 

maintenance costs increase with the degradation of the storage system due to usage: Less cycles per year 

result in lower maintenance costs than for heavily utilized systems (Mongird et al., 2020:13). For lithium 

BESS, 0.273 
€

MWh
 are estimated by comparison of different literature sources (Mongird et al., 2019:47).  

The residual value of lithium batteries is only estimated imprecisely in literature: 2 to 58 
€

kWh
 is assumed 

in various studies (Mohammad Shahjalal et al., 2021:14). 

 

2.4 Legal and Tax Regulations 

Due to the strong increase in the deployment of battery storages, the regulatory framework for electricity 

storage has also developed significantly in recent years (BMWK, 2023:10). The taxes and fees are 

generally paid by electricity consumers from the grid (EnFG, 2024, § 12) (StromStG, 2023, § 7). 

The KWKG levy and offshore levy are charges consumers pay to support government subsidies for 

combined heat and power and the grid connection of offshore wind energy (EnFG, 2024, § 1). 

Consumers also pay the StromNEV levy to balance subsidies for grid fees (50hertz et al., 2024a). The 

concession fee is paid by consumers to municipalities to use public grid lines (KAV, 2006, § 1). 

Figure 11 provides an overview of the average taxes and duties on electricity for industrial consumption. 

Until mid-2022, the EEG levy represented the largest portion of industrial electricity charges but was 

then eliminated (BDEW, 2024). The electricity tax, which represented the second-largest portion of 

charges until 2023 and remained stable over the years, was almost eliminated in 2024. The largest 

charges in 2024 are the KWKG levy, StromNEV levy, and Offshore levy, which constitute 9 % of the 

total electricity price for industry on average (BEDW, 2024). 
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Figure 11 Average Taxes and Duties of Electricity in ct / kWh for Industry Usage (BDEW, 2024). 

 

BESS benefit from additional tax and fee exemptions for electricity consumption from the grid.  

The electricity tax is waived for BESS, both for electricity procurement from the grid and for self-

consumption of electricity from RES (StromStG, 2023, § 9). The KWKG levy and Offshore levy are 

waived for BESS (EnFG, 2024, § 21). Efficiency losses are exempt from electricity tax (EnFG, 2024, 

§ 21). The StromNEV levy does not apply (50hertz et al., 2024a). 

Since the concession fee is to be paid by end consumers (KAV, 2006, § 1), it is assumed that a concession 

fee of 0.11 
€

kWh
 is levied on the system RTE, as these technically fall under end consumption. However, 

legal definitions may differ from technical interpretations and may change over time. 

Sales tax is disregarded due to the possibility of input tax deduction (UStG, 2024, § 15). 

BESS connected before August 4, 2029, are exempt from energy-related grid fees on electricity 

procurement for 20 years (EnWG, 2024, § 118). According to (StromNEV, 2023, § 19), installed power-

related grid fees 𝑁𝑝 for BESS are limited to efficiency losses. An individual grid fee is granted 

(StromNEV, 2023, § 19), which varies annually and depends on the connected voltage level and grid 

utilization (Westnetz GmbH, 2024b:16.). For PV and wind plants with nominal power of > 1 MW, the 

grid connection is often at MV level. Since the simulation only includes BESS located next to wind and 

PV plants, the MV connection is also likely for BESS. The maximum power-related grid fee for BESS 

with MV supply in 2024 is 162.66 
€

kW ∙ a
 (Westnetz GmbH, 2024b:16.). The individual grid fee may be 

as low as 20 % of the stated grid fee (StromNEV, 2023, § 19). As lithium BESS systems have system 

efficiency losses < 20 % (chapter 2.3.2), the expected grid fee for BESS with MV supply in 2025 can 

be calculated as: 

𝑁𝑝(𝑦𝑒𝑎𝑟, 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦, 𝑔𝑟𝑖𝑑 𝑣𝑜𝑙𝑡𝑎𝑔𝑒) ∙ 𝑔𝑟𝑖𝑑 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (𝑠𝑦𝑠𝑡𝑒𝑚 𝑅𝑇𝐸) ∙ 𝑃𝑁 =

𝑁𝑝(2025, Lithium BESS, MV) ∗ 𝑔𝑟𝑖𝑑 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (> 80 %) ∙ 𝑃𝑁 = 162.66
€

kW ∙ a
∙ 0.2 ∙ 𝑃𝑁   

(15) 

Appendix 16 shows the development of power-dependent grid fees for BESS with MV connection. Over 

the past 10 years, power-dependent grid fees have approximately doubled. Since 2019, there has been a 

strong increase in grid fees, attributed to grid expansion resulting from the grid integration of RES. 
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Regardless of the electricity purchase costs from the grid, the following additional regulations apply at 

BESS: 

The parallel usage of capacity shares of storage systems across different markets is permitted 

(EnWG, 2024, § 11a). It is possible to utilize both the power and energy of a storage system 

simultaneously in balancing energy markets and wholesale markets, provided that the respective market 

conditions are met (Finhold et al., 2023:1).  

If a reduction in the grid fee is claimed, the BESS may be controllable by the grid operator (EnWG, 

2024, § 14a).  

A reduction of the grid connection costs is possible (EnWG, 2024, § 14a).  

Accelerated grid connections for all BESS are being planned (BMWK, 2023:15). 

Incentives for decentralized storage at RES are intended (BMWK, 2023:14). 

In summary, the operation of BESS incurs concession fees on system efficiency losses from grid 

electricity and reduced power-related grid fees. Further privileges for cost reduction and accelerated grid 

integration have already been created or are being planned. Although not all special cases of legal 

consideration of BESS could be covered by this information, the recent political goal is to remove 

barriers for the market ramp-up of BESS (BMWK, 2023:14). 

 

2.5 Electricity Market: Requirements, Analysis and Marketing Strategies 

Electricity can be traded in various ways. Before electricity delivery, the following marketing 

opportunities exist: 

The product market refers to the trade of electricity to meet supply and demand 

(Bundesnetzagentur, 2024a). The product market includes trading on and outside the stock exchange. 

Off-exchange transactions are called over-the-counter transactions (Liebau, 2012:40). 

Exchange trading is divided into different sectors depending on the timing of the trade before electricity 

delivery. Up to 6 years before delivery, trading is possible on the futures market (Finhold et al., 2023:2). 

On the Day-Ahead Market, trading occurs one day before delivery. On the Intraday Market, trading is 

possible until 5 minutes before delivery (Finhold et al., 2023:2). 

The balancing energy market ensures the electrical stability of the grid by minimizing frequency 

deviations from the target frequency of 50 Hz (50hertz et al., 2024c). There are three types of balancing 

energy, differing in the speed and duration of activation: 

Primary Reserve (PR), also known as Frequency Containment Reserve (FCR), must be fully activated 

within 30 seconds and can be called for more than 15 minutes (50hertz et al., 2020a:1). 

Secondary Reserve (SR), also known as Automatic Frequency Restoration Reserve (aFRR), must be 

available within 5 minutes and can be called for more than 10 minutes (50hertz et al., 2020b:1). 

Tertiary Reserve (TR), also known as mFRR, must be available within 12.5 minutes 

(50hertz et al., 2024b) and can be called for more than 10 minutes (50hertz et al., 2020c:1). 

A potential call for balancing energy to stabilize a frequency deviation is described in Appendix 1. 
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For the marketing of BESS, trading on the Day-Ahead and Intraday as well as PR and SR Markets is 

possible (Appendix 2). OTC trades are not considered because, unlike exchange trading, they are not 

publicly available. 

The maximum profit of a BESS is achieved through a combination of different markets (Appendix 2). 

If only one market is traded, the profit of an energy storage system could be significantly reduced. 

In the product trading markets, the BESS generates profits through the arbitrage model, by buying 

electricity at low prices and selling it at high prices (Finhold et al., 2023:1). The greater the volatility of 

the market, the higher the potential profit for the BESS. 

Appendix 17 shows the Day-Ahead and Intraday market prices for April 2023. Although the average 

prices of the Day-Ahead and Intraday auctions are approaching each other, greater volatility is 

noticeable in Intraday trading (Christian Schäfer, 2024). If not just the traded average prices are 

considered, but the minima and maxima of the Intraday auction (Appendix 3), the potential of Intraday 

trading increases significantly. Since larger market volatilities are more advantageous for BESS, only 

the Intraday Market and not the Day-Ahead market is analyzed further. 

The exact delivery times as well as market conditions for Intraday trading, PR, and SR are shown in 

Figure 12. 

A direct marketer must decide by 08:00 on the previous day (t - 1 day) whether and which power of the 

BESS should be offered on the PR market for the time t of the following day and at which price. If the 

submission of a bid is chosen, the offered power will no longer be available for subsequent bids on the 

SR or Intraday markets. This applies regardless of whether the power is called upon or not. Energy 

activated in the PR market is not compensated separately. 

The participation requirements of PR are a minimum power bid of 1 MW. In addition, the BESS must 

have capacity reserves for charging and discharging when providing positive and negative PR 

simultaneously. These are defined in Appendix 18. BESS with 𝑄𝑁 < 0.83 MWh may not participate in 

the PR market (Tennet et al., 2022:67). Positive PR is equivalent to discharging and negative PR is 

equivalent to charging the BESS. 

By 09:00 on the previous day, bids for power provisions and compensations on the SR market must be 

submitted. If a bid is accepted, the provider must also offer a price for the energy which could be 

activated on the SR-Energy Market. Trading SR energy is possible up to 25 minutes before the start of 

delivery. The SR market is divided into positive and negative balancing power as well as positive and 

negative balancing energy.  

The minimum power bid in the SR market is 1 MW. For each MW of power bid, 1 MWh of capacity 

must be reserved (Tennet et al., 2022:41). If, for example, 2 MW are marketed positively and 1 MW 

negatively, the BESS requires 𝑄𝑁 >=  3 MWh, whereby 2 MWh of discharge capacity and 1 MWh of 

charging capacity must be reserved. In case capacity losses are neglected and 𝑄𝑁 =  3 MWh, it is only 

possible to participate in the market with SOC = 66.67 % for the example trades given (formular 7). 

It is possible to participate only in the SR energy market, without trading on the SR power markets 

previously. In this case, only the SR energy price and not the power price would be remunerated in the 

event of activation. As the SR energy market is traded in 15-minute resolution and the minimum bid 

equals 1 MW, the minimum capacity is calculated as 0.25 MWh. 

As positive and negative SR cannot be activated at the same time, bidding on the SR positive and SR 

negative power markets with the same power is also possible. Still, it must be ensured that each market 
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criteria of the capacity reserve is met. For example, a 1 MW / 2 MWh storage system can offer 1 MW 

on the positive SR and 1 MW on the negative SR power market only if SOC = 50 %. 

The Intraday market is the last market in which trading can occur before delivery. On the Intraday 

market, 15-minute bids can be traded up to 5 minutes before the delivery start time. In contrast to the 

balancing power markets, on which available power is offered whose activation is unplanned, energy 

traded on the Intraday market is always fed into the grid. The minimum power is 0.1 MW and therefore 

the minimum capacity 0.025 MWh, as the bid length is 15 min. 

 

Figure 12 Market Trading Time Slots and Requirements (Finhold et al., 2023:3)(50hertz et al., 2024c) 

(Graf von Luckner, Kiesel, 2019:9)(Tennet et al., 2022) 

 

The various graphs of Figure 13 depict the development of Intraday market prices over 8 consecutive 

days in June 2024. The 15-minute average market price in € / MWh is shown as a function of the time 

of day. Around midday, the market price is low due to increased PV production and rises to local maxima 

in the morning and evening. At night, the price reaches a local minimum due to decreasing demand. The 

absolute height of these local extrema varies daily. Not only the average but also the volatility depends 

on the time of day (Appendix 5).  

 

Figure 13 Hourly Dependency of Intraday Market Prices in € / MWh in Germany on June, 2024 

(Fraunhofer ISE, 2024). 

 

Additionally, market prices vary monthly (Appendix 6). From October 2021, both the average price and 

the volatility of the Intraday price have increased significantly. Although the average price in 2024 was 

around 70 
€

MWh
 , deviations of up to 500 

€

MWh
 from the average price in positive and negative directions 

are possible (Appendix 7). The energies traded on the Intraday Market have increased in recent years 

(European Energy Exchange AG, 2024). 



18 

 

Electricity prices can turn negative. The frequency of negative electricity price periods has increased 

significantly in recent years (Appendix 19). As long as conventional energy sources remain in the 

market, negative electricity prices may continue to occur more frequently. Turning off and on 

conventional power generation entails costs. Operators of conventional power plants seek to avoid them 

by submitting negative price bids (Philipp Götz et al., 2014:2). Additionally, the bidding design at the 

electricity exchange and the provision of power reserve services contribute to the amount of negative 

electricity prices (Philipp Götz et al., 2014:2). 

The PR market shows an increase in tendered powers (Bundesnetzagentur, 2024b). Despite the rising 

tendered powers in recent years, the average activated powers have decreased (Appendix 8). The 

historical price development of the PR market is illustrated in Figure 14. The long-term average price is 

approximately 2,500 
€

MW ∙ week
 . Volatility increased following the opening of the European market in 

2019 (Belmonte et al., 2023:916). The product length was reduced to the 4-hour period. A major 

influencing factor of rising electricity prices has been the rising gas prices due to the conflict with Russia, 

which started even before the war in the Ukraine (Belmonte et al., 2023:917). 

 

Figure 14 PR Price Development in € / (MW * week) in Germany (Christian Schäfer, 2024) 

 

The SR market exhibits similar behavior to the PR market. However, the tendered power on the SR 

market of approximately 2,000 MW is larger than the PR market power of about 600 MW. The amount 

of activated SR power has slightly decreased over the years (Appendix 9). The tendered power 

experienced a sudden increase in volatility following the opening of the European market in December 

2022 (Belmonte et al., 2023:915). 

Since 2021, there has been a significant rise in prices and increased volatility in both positive and 

negative SR energy and power prices. The average price in the years 2021 to 2022 for positive SR energy 

is 296 
€

MWh
 , while for negative SR energy it is 62 

€

MWh
 (Appendix 10). The average price of the SR 

energy markets is therefore significantly higher than on whole-sale markets. The power prices for 

positive and negative SR have followed a similar trend to those of PR and are comparable in value 

(Appendix 11). 
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replacements before the end of the system's lifetime are recommended which is called 

replacement period. 

• Activation and deactivation of markets: Generally, it is advisable to simulate BESS operation 

with all markets. However, if the potential of individual markets needs to be tested, markets can 

be excluded from the calculation. 

• Usable capacity and power: The user can input the usable capacity and power, from which the 

program calculates the nominal values while considering operational degradation. 

• Grid limit: Since RES and BESS are connected to the same grid connection point, the feed-in 

power at this point may be limited. This parameter only allows the feed-in limit to be reduced, 

not the consumption limit.  

• Power consumption of RES from BESS: RES can be charged from the BESS. Technology-

dependent charging power and prices, including taxes, can be defined. In periods when RES 

produces less than it consumes, the BESS can supply the power demand of RES.  

• Fees: All fees incurred by the BESS for electricity consumption can be set as one fixed value.  

• Initial costs or revenue: If additional costs or discounts that do not typically apply need to be 

considered at the beginning of a project, they can be recorded separately from CAPEX. For 

example, if a sufficiently powerful transformer is already available for connecting RES and 

BESS, the power-dependent CAPEX can be reduced. 

• Residual value: At the end of each replacement period, the degraded capacity unit is sold at the 

indicated price.  

• Discount rate: This rate converts future cashflows into present values.  

• Energy-dependent OPEX: Some OPEX values depend on the energy throughput of the BESS.  

• DOD and reduced power usage: Neither capacity nor power needs to be fully utilized. Partial 

power utilization increases efficiency (Figure 5), while partial capacity usage reduces capacity 

degradation (chapter 2.3.3). If the user-specified DOD is infeasible, the program recalculates 

the DOD based on capacity degradation. For example, 100 % DOD is not possible since 

capacity degrades. Then, the program assumes a constant usable capacity over the system's 

lifetime. If the degradation of a BESS with 𝑄𝑈 = 1 MWh is 200 kWh, 𝑄𝑁 is calculated to 

1.2 MWh. 

• Cycles per year: The user determines the annual number of cycles, which affects both revenue 

and battery degradation. 

• Recovery time and activation: A manufacturer-defined standby period for cooling the BESS 

after completing manufacturer-defined cycles should be applied to the simulation. 

• Self-discharge: The self-discharge rate of the BESS depends on the storage technology and can 

reach up to 4 % per month for lithium technologies. 

• Trading on SR energy markets for direct activation: It is possible to enforce the activation 

of SR energy since market participants with the lowest bid price are activated first. The program 

allows setting a user-defined bid below the auction average to approximate a 100 % activation 

probability. In praxis, however, such an approach does not guarantee activation, necessitating 
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alternative trading strategies. Nevertheless, this trading principle should be considered in the 

program. 

• Penalty: If the BESS fails to deliver the traded energy due to outages, the shortfall is treated as 

a cost. The user can define how much higher penalty payments should be compared to the 

foregone revenues. 

• Prediction horizon: The program calculates multiple possible future scenarios of different 

market participations and selects the one with the highest revenue. The number of generated 

scenarios can be adjusted. 

• Storage duration for PR and SR: Figure 12 describes the storage duration, which can vary for 

PR depending on installed power and capacity. Additionally, users can define safety buffers. 

• Safety factor charge capacity: A safety factor for the BESS charging allows for charging more 

energy than is required. The self-discharge and RES consumption are deducted from the 

additionally planned capacity. Moreover, increased charging capacity can help minimize 

penalty payments.  

• Storage degradation costs: Since curtailments also compensate for BESS degradation, a 

forecast price for degradation can be specified. The forecast price can be estimated based on 

previous simulations. 

• Loss due to non-optimal market behavior: The simulation program calculates optimal 

scenarios that may not be achievable in practice. A generalized loss can be defined to account 

for discrepancies between the real-world operation and the simulation results. 

• Multiple planning limitation: If an optimal operation strategy has been planned, additional 

strategies can be incorporated as long as they do not compromise optimal operation. This is 

discussed further in chapter 4.2.3. 

• Additional dependencies on system RTE: The system RTE shows annual degradation effects 

and a dependency on the SOC, which can be taken into account. 

Where single values are insufficient, vectors are used, which are imported into the program from Excel 

files. The following vectors are imported annually for the calculation period:  

• Capacity and power-dependent CAPEX and power-dependent OPEX 

• Power and energy-dependent grid charges 

• System roundtrip efficiency 

Vectors of 15-minute resolution are imported for the calculation period: 

• Positive and negative curtailments by the grid operator 

• Market prices 

• Activation probabilities of PR and SR 

For the following vectors, a 15-minute resolution for one year is sufficient. The program uses these 

values for all subsequent years. This concerns:  

• RES production 

• RES and BESS outages 
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The development of these vectors for the simulation program will be described in detail in the following 

chapters. 

 

3.2 Battery Cost Implementation 

For the power-dependent CAPEX of the battery, dependencies on time and installed power were 

identified (Figure 9). Additionally, technological dependencies exist when non-lithium technologies are 

involved. In the simulation program, power-dependent CAPEX are therefore represented as a list in the 

form of an importable Excel file based on the above-mentioned dependencies (Figure 15). The values 

are manually adjustable, as forecasts can change rapidly due to fast developments in storage 

technologies. The current price assumptions are given in present prices. To take account of the time 

value of money, future prices are subsequently converted to the present value using the discount factor. 

 

Figure 15 Power-dependent CAPEX in € / kWh for Program Imports in the Form of an Excel File 

Dependent on Technology, Installed Power in MW, and Time (own Figure) 

 

Linear interpolation is performed between different installed power levels. Each technology is listed 

individually. For the time t dependency, it is assumed that the learning curve for power-dependent 

CAPEX behaves similarly to that of capacity-dependent CAPEX. The time-dependent learning curve 

from Figure 8 is approximated by a regression function in the form of a fourth-degree polynomial r(t), 

and fitted to the literature values from Figure 9 using the following system of equations: 

𝑟(𝑡1) ∙ 𝑘 + 𝑦 = 𝐶1  

𝑟(𝑡2) ∙ 𝑘 + 𝑦 = 𝐶2  
(16) 

C1 describes the capacity-dependent CAPEX in 2020, and C2 the same for 2030. These are given by 

literature. The regression function r(t) is also known. The time stamps t1 and t2 correspond to the years 

2020 and 2030. By solving the system of equations of the formulars (16), the parameters k and y are 

determined, ensuring the adjusted regression function for each storage technology and installed power 

matches the literature values. The values are converted to 
€

kW
  using equation (14). Figure 16 shows the 

power-dependent CAPEX over time for LFP and NMC for 1 MW, 10 MW, and 100 MW installed 

power. The larger the installed power, the lower the power-dependent CAPEX. However, the time-

dependent cost reduction effects for less installed power are greater than for larger plants. 
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Figure 16 Calculated Learning Curves for Power-dependent CAPEX in € / kW for 1 MW, 10 MW and 

100 MW for Lithium-Technologies as Time-Dependent Functions (own Figure) 

 

The capacity-dependent CAPEX depend on time, installed power, installed capacity, and storage 

technology (Figure 10). As with the power-dependent CAPEX, the regression function from Figure 8 is 

fitted to the given values from Figure 10 using Equations (16). The results are again saved in the form 

of an Excel list and imported into the program. 

Since variable OPEX are inconsistently documented in the literature and their impact on the total storage 

costs is expected to be minimal, a constant value of 0.273 
€

MWh
 can be assumed (chapter 2.4). This 

variable can be adjusted by the user in the simulation program. 

Given that fixed OPEX might have a significant impact on storage costs, all dependencies are taken into 

account: fixed OPEX depend on time, installed capacity, installed power, and storage technology 

(chapter 2.4). Since the learning curve of OPEX has a minimal effect on the overall result, a linear 

extrapolation is applied until 2030, with half the slope utilized for projections until 2050 (Appendix 34). 

When comparing different lithium technologies, fixed OPEX show little variation. Costs increase 

linearly with capacity growth. The cost reductions due to economies of scale with increasing capacity 

have significant influence on the OPEX (Appendix 34). 

 

3.3 System Round Trip Efficiencies Implementation 

The RTE is influenced by SOC, 𝑃𝑈, battery technology, and time dependency (chapter 2.3.2). Time 

dependency can be divided into learning rate and degradation effects (chapter 2.3.2).  

The SOC dependency is relevant only when SOC is below 20 % or above 80 % (Figure 4). This 

inefficiency below 20 % is minimized in the program by assuming a constant 𝑄𝑈, whereas 𝑄𝑁 should 

be considerably greater due to degradation effects. The unused capacity, meaning the difference between 

𝑄𝑈 and 𝑄𝑁 is considered charged to minimize cycling degradation (Figure 7). This is why the SOC 

rarely falls into the < 20 % range. Whenever SOC exceeds 80 %, the efficiency is assumed to be reduced 

linearly until maximal 26 percentage points system RTE reduction is reached at SOC = 100 % (Figure 4). 

The RTE reduction rate is adjustable by the user as well. 
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A BESS operated at 50 % of 𝑃𝑁 is approximately 1.17 percentage points more efficient than when 

operated at 𝑃𝑁 (Figure 5). The dependency of system RTE on 𝑃𝑈 can be considered linear (Figure 5). 

The learning rate has a slightly larger influence on system RTE than 𝑃𝑈: for lithium technologies, 

efficiency improvements of approximately 0.2 percentage points per year can be expected until 2030 

(chapter 2.3.2). Due to the anticipated ramp-up phase for battery storage after 2030 (Bürklin et al., 

2022:7), improvements are projected to be around 0.1 percentage points per year from 2030 to 2050, 

remaining constant thereafter. 

Degradation rates of the RTE are estimated at 0.2 percentage points per year across lithium technologies, 

with minimal dependency on 𝑃𝑈, which is thus neglected (chapter 2.3.2). 

Battery technology has the greatest influence on system RTE, with a difference of up to 4 percentage 

points observed between lithium battery types (chapter 2.3.2). This effect is more pronounced when 

comparing lithium batteries to other battery types (Martinez-Bolanos et al., 2020:6). 

Since an RTE of 86 % was most consistently verified for NMC technology at beginning-of-life (BOL) 

with 𝑃𝑈 = 𝑃𝑁 in 2020, this value is set as the reference. LFP is rated 1.5 percentage points lower than 

NMC, with a 2016 study estimating this difference at 4 percentage points (chapter 2.3.2). For this work, 

the RTE of LFP is assumed to be 3 percentage points lower than NMC: 

𝑠𝑦𝑠𝑡𝑒𝑚 𝑅𝑇𝐸(𝐿𝐹𝑃, 2020, 𝐵𝑂𝐿, 𝑃𝑁)(%) = (0.86 − 0.03) ∙ 100 = 83 %   (17) 

In the Excel sheet, dependencies of 𝑃𝑈, technology, and learning rate are recorded. RTE degradation 

and SOC-dependency are calculated within the program and can be adjusted as fixed parameters in the 

simulation program. 

Appendix 43 displays examples of calculated system RTEs based on technology, learning rate, 

degradation, and 𝑃𝑈 in comparison. 

 
 

3.3 Legal and Tax Implementation 

Since currently only the concession fee for BESS is applied to grid-consumed electricity, a user input 

field with a default value of 0.11 
€

kWh
 is provided (chapter 2.4). The input contains the sum of all fees 

which may change in future. 

For grid fees dependent on installed power, a time series in annual resolution is included. A grid 

utilization factor of 0.2 is assumed for the calculation (chapter 2.4), and the historical development 

shown in Appendix 16 is analyzed. As grid fees have nearly exclusively increased over recent years, a 

continued upward trend is expected. This is driven by the necessary grid expansion, which, according 

to current trends, will require further investments funded through grid fees. However, the specific impact 

of this increase on power-dependent grid fees for MV supply is uncertain. Therefore, historical 

development is linearly extrapolated up to 2035, with grid fees held constant until 2045 (Figure 17). 

After 2045, grid fees are expected to fall more sharply than they have risen before. By 2045, a complete 

grid expansion for RES integration is expected, likely leading to a significant reduction in costs. 

Nonetheless, residual grid optimizations are anticipated beyond 2045. In Figure 17, historical 

developments are depicted in light blue and projections in dark blue dots. 
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3.4 Electricity Market Implementation 

3.4.1 Theoretical Forecasting Approach 

For the commercialization of the BESS, the markets Intraday, PR, and SR are considered (Figure 12). 

Additionally, trading with RES is regarded as a separate market, whose prices equal the Intraday market 

but without taxes and levies. The maximum revenue can be achieved through the cross-market strategy 

(Appendix 2). 

In practice, trading on the Day-Ahead market should also take place. However, due to the similarity of 

its prices to those of the Intraday market and the slightly higher volatility of the Intraday market 

(chapter 2.5), the simulation omits an implementation of the Day-Ahead market. 

For forecasting market prices and activation probabilities of the respective markets, historical data are 

statistically analyzed based on mean and volatility. The data is subsequently extrapolated for forecasts. 

However, historical data do not account for the impact of future BESS competition on market price 

developments. With the increasing expansion of BESS (Appendix 20), a rising supply in the markets is 

expected. This increased supply will likely lead to reduced price volatility, as BESS operate based on 

the arbitrage model. 

The methodology for forecasting volatility time series is first presented theoretically and then visualized 

for the analyzed markets using diagrams. 

Each historical time series of market prices or activation probabilities is divided into two parts: Part 1 

and Part 2. Part 1 represents an older time frame compared to Part 2. The Volatility of both parts are 

analyzed separately. 

The volatility 𝐺(𝑡) is determined for each timestamp 𝑡 using the squared deviations of the current value 

𝑉𝑝(𝑡) from the mean value 𝑥(𝑡)̅̅ ̅̅ ̅̅  of the time series, scaled by the factor g for better visualization in the 

diagrams: 

𝐺(𝑡) =
(𝑥(𝑡)̅̅ ̅̅ ̅̅ − 𝑉𝑝(𝑡))

2

𝑔
 

(18) 

The time series 𝐺(𝑡) is evaluated using a histogram. A total of 23 discrete intervals for 𝐺 are defined, 

to which all values 𝐺(𝑡) are assigned. For instance, the first part of a time series contains one million 

values, with squared deviations falling within the interval [1, 230]. Under linear scaling, the first discrete 

interval would range from 1 to 10, the second from 11 to 20, and so on, up to the last interval from 221 

to 230. In an example evaluation, 200,000 values fall into Interval 1, 500,000 values into Interval 2, and 

100,000 values into the last interval of G. 

Next, the number of values per interval is converted into probabilities. In the case of one million values 

from Part 1 of the time series, the probability of a sample falling into Interval 1 is 20 %, for Interval 2 it 

is 50 %, and for the last interval 10 %. 

The probabilities for both parts of the time series are then compared for each interval. The probabilities 

for Part 1 have already been determined as 20 % for Interval 1, 50 % for Interval 2, and 10 % for the 

last interval. For Part 2, the following probabilities are assumed: 18 % for Interval 1, 48 % for Interval 2, 

and 20 % for the last interval. 
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The changes in probabilities are linearly extrapolated for the future and subsequently normalized to sum 

to 100 %. However, this probability change can only serve as an indicator for future 𝐺(𝑡) values and 

cannot be directly computed via extrapolation.  

For example, the following assumption would be incorrect: One year separates Part 1 and Part 2 of the 

time series. The probability of 𝐺(𝑡) falling into the last interval has increased by 10 % over this period. 

Then in nine years, the probability of values being in the last interval would be: 

10 % + 10 % ∙ 9 = 100 %  (19) 

This statement is false because the sample period is too short to make reliable long-term projections. 

Instead, a more accurate statement would be: The historical analysis indicates a significant increase in 

the probability of large volatilities and a slight reduction in small volatilities. Therefore, it can be 

assumed that the mean volatility of the time series will increase in the future. Additionally, the change 

rate of larger volatilities is expected to be positive and exert a greater influence than the negative change 

rate of smaller volatilities. The limited availability of data reduces the accuracy of such forecasts. 

To estimate the impact of increasing BESS market competition in the future, all volatilities in intervals 

where G > 10 are manually reduced, with larger volatilities being reduced by a greater factor than smaller 

ones. 

Finally, the forecasted probabilities of volatilities are converted into volatility values using a 

randomization function. This determines a random number between 0 and 10000 for each timestamp. If 

the probability for the first interval is 10 %, all random numbers between 0 and 999 are assigned to the 

volatility of the first interval. If the probability for the second interval is 30 %, all random numbers 

between 1000 and 3999 are assigned to the second interval and so on. 

By rearranging formular (18) for 𝑉𝑝(𝑡), and incorporating the predicted mean value or the updated mean 

function, the forecasted time series can be generated. 

 

3.4.2 Application of Forecasts 

BESS are particularly well suited for participation in the PR market, as they meet the requirements for 

rapid activation. Due to the activation probability of approximately 10 % for both positive and negative 

PR, exhibit low cycle utilization on the battery. 

For forecasting PR time series in the simulation program, historical evaluations from chapter 2.5 are 

used as a reference. The required inputs include a price time series and a time series of activation 

probabilities. 

The time series of activation probabilities is expressed as a percentage of the BESS nominal power. 

Only the following values are permitted: 0 %, 100 %, or -100 %. Positive values indicate charging of 

the BESS, while negative values represent discharging. 

The activation probability 𝑝𝐴 at each time step can be calculated from the historical tendered power 𝑃𝑉 

and activated power 𝑃𝐴 using the following formula: 

𝑝𝐴(%) =
𝑃𝐴

𝑃𝑉
∙ 100 % (20) 

However, since tendered power data is only available until September 2022, while activation power data 

is only available from July 2022 onward, the short data availability period does not allow for a 
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meaningful forecast. Instead, tendered and activated power are forecasted separately and subsequently 

converted into a time series of predicted activation probabilities using formula (20). 

The historical tendered power exhibits a slightly increasing mean value (Bundesnetzagentur, 2024b). 

This trend is linearly extrapolated until 2040 and assumed to remain constant thereafter. The rationale 

behind this assumption is the extensive integration of renewable energies up to 2040 (Appendix 23). As 

the generation of renewable energies can only be predicted with limited accuracy, the demand for 

balancing energy is likely to increase with increased installed RES power. 

For the volatility analysis of tendered power, two sample periods are considered: the first covering the 

years 2019 and 2020, and the second covering 2021 and 2022. Histograms of both time series are 

generated and compared. In Figure 18, the histogram for 2019/2020 is marked in dark blue, while that 

for 2021/2022 is shown in orange. The factor 𝑔 in formula (18) is 437. The probability changes are 

linearly extrapolated until 2040. To account for the observed trend, it is assumed that the probabilities 

change every five years by the deviation determined between the two sample periods for each interval. 

For example, the deviation in probability for 𝐺(1) = [0, 1) between the 2019/2020 and 2021/2022 

samples is 7.8 percentage points. Although this probability changed by 7.8 percentage points over two 

years, for long-term forecasting, the rate of change is reduced due to the limited sample period. It is 

assumed that the probability for 𝐺(1) = [0, 1)  increases by 7.8 percentage points every five years. 

Subsequently, the data is normalized to 100 %, which reduces the effect for 𝐺(1). Instead of reaching 

37.25 % in 2030, normalization reduces the value to 33.40 %, as visualized in Figure 18 by the light 

blue column at 𝐺(1). 

Since some values of 𝐺 fall outside the scale, the last interval 𝐺(23) is extended to 𝐺(23) = (22, ∞]. 

The weighted average 𝐺 of the last interval is shown in the diagram, in this case 𝐺 = 38. If more values 

show volatility outside the scale, this is indicated by an increase of the red marked 𝐺 shown in the 

diagram (Figure 18). 

 

Figure 18 Time-dependent Volatility Development of Tendered PR Power with g = 437 (own Figure) 

 

Considering the histogram from (Figure 18) and assuming the mean value trend, a time series of tendered 

volumes is forecasted. The probabilities of 𝐺 are recalculated every five years using a stochastic 

algorithm until 2040 and are assumed to be constant thereafter until 2050. By rearranging formula (18) 

for 𝑉𝑝(𝑡), the forecasted auction volumes 𝑉𝑝(𝑡) can be back-calculated using the predicted 𝑥(𝑡)̅̅ ̅̅ ̅̅  and 

𝐺(𝑡). 
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Appendix 33 provides an example of tendered power in April data for different years for the period 2025 

to 2050, with a 15-minute resolution. In the future, increasing fluctuations in RES generation and 

electricity consumption are expected to lead to growing forecast uncertainty in wholesale markets. Since 

the use of balancing power is driven by deviations between generation and consumption (50hertz et al., 

2024c), rising forecast uncertainty will, in the long term, result in an increased demand for PR. This 

confirms the forecast presented in Appendix 33. 

 

In the case of increased forecast uncertainty due to RES expansion, it is expected that the activated 

reserve power will also increase. However, the activated reserve power and its volatility in the PR market 

have slightly decreased overall in recent years (Appendix 8). This could be attributed to improved 

forecasting models or the analytical uncertainty of a short sample period. 

As a compromise between the theoretically expected and actual developments, it is assumed that the 

historical average of activated power over recent years can be used unchanged for future projections. 

Since the volatility of positive and negative activated PR power differs only slightly, and the sample 

size is limited to two years, the volatility trends for both are assumed to be the same. The volatility 

forecasts are determined using the same approach as the volatility forecast of tendered power in 

Figure 18. The activated power has remained relatively stable over the study period (Appendix 35). 

Cases in which particularly high PR power was activated have decreased. This results in an overall 

reduction of the standard deviation of activated power. 

According to formula (20), the activation probability of PR at each timestamp can be calculated based 

on the forecasted tendered and activated power. Assuming a constant average activated power, an 

increase in tendered power leads to a decline in activation probability (formula 20). 

A random algorithm determines whether an activation occurs based on the calculated activation 

probabilities. Activations of positive and negative PR are distributed with equal probability. Since the 

activation duration of PR is approximately 15 minutes (Appendix 1), the case of activation is 

recalculated for each timestamp. 

This probability is approximately 4 % on average for each positive and negative PR between 2025 and 

2050. This implies that a BESS participating exclusively in the PR market undergoes charge and 

discharge cycles for about 8 % of the year on average. 

 

The forecasts for the individual markets Primary Reserve, Secondary Reserve, and Intraday market are 

described in more detail in Appendix 44. These forecasts were developed following the same principle 

as the forecast for PR activation probability. The mean and volatility were predicted separately based 

on historical analysis. 

Volatility is estimated using histogram evaluation as in Figure 18. However, due to the rapid expansion 

of BESS, an increasing number of arbitrage participants can be expected in the future. These participants 

will bid at peak prices and shift to other markets when prices are too low. Since this future assumption 

is not reflected in historical data, extreme volatilities of 𝐺 > 10 are manually adjusted downward. 

The mean analysis accounts for market-specific dependencies. For instance, the Intraday market 

fluctuates depending on the time of day (Appendix 5) and varies monthly (Appendix 6). 
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All market forecasts were developed independently of each other. However, in praxis, there is a 

dependency between them: if Intraday market prices are high at time 𝑡, it is highly likely that reserve 

market prices will also be high at the same time. Nevertheless, deviations between the markets can still 

occur. 

Considering market coupling is crucial for data forecasting because dependent data reduces the possible 

number of BESS cycles. According to Figure 13, the Intraday market experiences only two peak and 

two low prices per day, meaning there are only two buying and two selling periods for the BESS. In 

contrast, with independent data, there would be multiple peaks and lows, allowing for more frequent 

market trading. Since the number of cycles directly affects the IRR, the financial outcome would be 

significantly higher without market coupling than in reality. 

All prices should be linked to the Intraday market, as this market accounts for most dependencies. To 

achieve this, Intraday market prices are divided into 200 intervals, like the previous volatility analysis. 

The interval corresponding to the mean value is identified, for example at interval 96. 

For each timestamp 𝑡, the deviation ∆𝐼 of the current Intraday price interval from the mean interval is 

determined. Suppose at time 𝑡, the prices are slightly lower than the mean, resulting in interval 80. The 

deviation between recent and mean interval is therefore ∆𝐼 = −16, with the negative sign indicating 

values lower than the mean. 

All other markets are also divided into 200 intervals, with interval step sizes varying by market, as they 

depend on the respective market prices. 

The market-coupled prices are calculated as follows: 

𝑐𝑜𝑢𝑝𝑙𝑒𝑑_𝑝𝑟𝑖𝑐𝑒(𝑡, 𝑚𝑎𝑟𝑘𝑒𝑡) = 𝑝𝑟𝑖𝑐𝑒(𝑡, 𝑚𝑎𝑟𝑘𝑒𝑡) + ∆𝐼(𝑡) ∙ 𝑠𝑡𝑒𝑝_𝑠𝑖𝑧𝑒(𝑚𝑎𝑟𝑘𝑒𝑡)  (21) 

For the PR market price of 6 
€

MW · 0.25 h
 , with a market-dependent step size of 0.05 

€

MW · 0.25 h
 per 

interval, the coupled price at time 𝑡 is calculated as follows: 

𝑐𝑜𝑢𝑝𝑙𝑒𝑑_𝑝𝑟𝑖𝑐𝑒(𝑡, PR) = 6 
€

MW ·  0.25 h
− 16 ∙ 0.05 

€

MW ·  0.25 h
= 5.2

€

MW ·  0.25 h
 (22) 

Additionally, SR+E and SR-E prices are limited to a maximum permissible deviation of 100 
€

MWh
 from 

the Intraday price at each timestamp. 

 

 

3.5 Implementation of Outages and Curtailments 

The production data from wind and/or PV are provided to the BESS simulation in the form of yield 

simulation data without grid consumption. Simulation data is more accurate as it better reflects the state-

of-the-art compared to historical data. For PV plants, this includes aspects such as optimizing row 

spacing. In wind plants, advancements in blade design and drivetrain components have improved 

efficiency over time. 

The production data resolution is 15 minutes, which aligns with the standard for Intraday market bids. 

Hourly time series from simulation tools like Wind Pro or PVSyst must be converted into the target 

format. 
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In practice, it could happen that only one of the two systems is affected because Redispatch measures 

reduce only a partial load of the local grid. Which plants are curtailed is at the discretion of the grid 

operator. If the BESS were charged during the negative Redispatch measure, the charging process would 

be compensated by the GO. If RES would sell energy to the BESS instead of a Redispatch measure, 

RES would not receive any Redispatch remuneration, as the principle of Redispatch states that no 

financial advantage may arise (EnWG, 2024, §13a) 

For the simulation, the annual development of GO curtailments of Figure 19 is assumed based on a 

combined studies analysis of chapter 2.6. The average energy losses due to curtailments are expressed 

as a percentage of total production. The three graphs illustrate a forecast of production outages in general 

and individually for wind and PV plants. The green graph can be applied to both the negative and 

positive curtailments of BESS. Starting in 2045, the overall curtailed energy approximates the levels 

observed in 2025, though the curtailed energy shifts from wind to PV plants due to increased PV 

expansion. 

With the more substantial PV expansion, the total curtailed energy of RES is expected to peak at 96 
TWh

a
 

by 2035 and then to decrease until 2045 due to slower growth rates in RES expansion and progress in 

grid development. As no forecasts are available beyond 2045, curtailment energy for subsequent years 

is assumed to remain constant. 

Projections of curtailments from wind and PV reveal differing trends. While wind on- and offshore 

curtailments currently account for 80 % of all curtailments, offshore wind curtailments constitute the 

largest share according to Appendix 21. Onshore wind curtailments, given their peak production in 

winter, are expected to be minimally impacted by curtailment developments. In contrast, PV plants are 

expected to be significantly affected due to their midday peak production and highest production from 

spring to late summer. 

 

Figure 19 Forecast Average Curtailed Energy in % per Produced Energy of Grid Operators in Germany 

(own Figure) 
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Appendix 31 shows the forecast of monthly distribution of GO curtailments. The forecasted distribution 

is assumed to be constant for all years of the simulation. An additional parameter determines the 

likelihood of daytime curtailments, enabling the differentiation of curtailments between wind and PV of 

Figure 19.  

Based on monthly and annual distribution, the forecast of the GO curtailment time series from 2025 to 

2050 in 15-minute resolution is developed by a randomize-algorithm. 

Simplified assumptions are made that all GO curtailments occur at 100 %, which is often the case. 

Additionally, one-hour curtailments are assumed, even though curtailment durations vary in practice. 

The average GO curtailments in Germany must be adjusted based on the location of grid connection, as 

grid bottlenecks vary significantly by region (Appendix 32). To achieve this, it is necessary to determine 

the factors by which local grid constraints of positive and negative curtailments are higher or lower than 

the average. If measurements from existing installations at the grid connection point are available, these 

can serve as a data source. Alternatively, Appendix 32 can be used as an indicator for congestion areas, 

though it only reflects curtailments requested by transmission system operators and not those by 

distribution grid operators.  For detailed planning of the BESS, inquiries should be made with the grid 

operator. Appendix 32 also shows local differences between positive and negative Redispatch. 

For instance, if positive and negative expected curtailments are half the average, a random algorithm 

can be used to remove half of the values from the average GO curtailment dataset. Conversely, if positive 

and negative curtailments are expected to be twice as frequent as the average, a random algorithm can 

double the existing curtailment periods. It is crucial that this is not done entirely randomly so that PV 

curtailments can be weighted more than wind curtailments (Figure 19). 

 

4 Simulation Algorithm Development 

4.1 Program Operation 

The primary function of the simulation program is the dimensioning of capacity and power for a BESS 

that is connected to the same grid connection point as RES and planning its optimal operation. The 

dimensioning is performed through a cross-market optimization, meaning that the simulation algorithm 

trades the BESS across multiple markets to maximize profit. The simulation result with the maximum 

IRR is the final output. 

In addition to the primary functionality, the program automatically generates a revenue time series for 

the financial model of a BESS. Since the revenue of a BESS is influenced by numerous variables, 

sensitivity analyses can be conducted to determine the impact of different parameters on the battery 

storage's profitability. Users can access and change every input parameter and time series to test their 

impact on the IRR. The program also enables the simulation of already-dimensioned BESS to verify 

financial key figures. By setting the RES production vector to 0, the BESS can be simulated 

independently of RES. 

Chapter 3 described the development of all default input parameters for the simulations within this 

master's thesis. For application-specific simulations, all assumptions should be reviewed considering 

the guidelines provided, as parameters such as market price forecasts may change over the years. Some 

parameters, such as GO curtailments, depend on the installation location of the system. 
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4.2 Program Algorithms 

4.2.1 Program Overview 

After entering the input parameters, which can be provided either through the graphical interface or 

directly in the programming environment (chapter 4.1), the program executes the following steps, as 

illustrated in Figure 21. 

Once all data has been loaded into the program, it is standardized into a uniform format, as the vectors 

partially differ in length. All data is trimmed to the simulation period. 

Since cross-market optimization is employed, the prices of all selected markets are first converted into 

a comparable format and sorted by the most favorable prices. Depending on the number of cycles per 

year of the BESS specified by the user, the markets with the most advantageous prices are saved as a 

theoretical operational plan. In this process, charging and discharging cycles are alternately distributed. 

According to the arbitrage model, it is crucial to sell electricity at high prices and purchase it at low 

prices. 

The theoretical planning of market participation based on the most favorable prices and number of cycles 

cannot be fully realized in practice because SOC and market conditions are not considered yet. For 

example, in reserve power markets, a minimum capacity must be charged or discharged to enable 

participation. This aspect is subsequently addressed by generating multiple operational forecasts under 

real conditions, starting from the current timestamp. These forecasts depend on the prediction horizon 

and the power_factor of the BESS. 

The prediction horizon defines the number of future timestamps the program can use to plan for the 

current timestamp. The power factor describes the ratio between usable power and capacity, similar to 

the concept of storage hours. The forecasts generated each represent a practically feasible operation of 

the BESS. A comparison price is calculated for each forecast to select the operation with the most 

advantageous price. This step is referred to as ‘New Plan Operation’ in Step 4 of Figure 21. 

With the BESS operation now optimally planned, trading would take place on the markets defined in 

the ‘New Plan Operation’. However, once delivery occurs, further unforeseeable events such as 

curtailments or failures can arise. These are addressed in Step 5. If trading has already occurred and the 

BESS is unable to meet delivery obligations, for example due to an outage, the BESS must pay 

compensation. 

The output of the main simulation includes a time series of the SOC, operations and revenue. The user 

specifies consistently usable power and capacity over the simulation period. Using degradation 

calculations, the nominal power and capacity of the BESS can be determined. Changes in capacity units 

are also accounted for. Financial metrics, such as IRR and NPV, are calculated. 

The simulation program can perform multiple iterations with varying input parameters. The scenario 

with the highest IRR is identified as the result. 
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Figure 21 Overview: Elements of the Simulation Program (own Figure) 

 

4.2.2 Theoretical Plan Operation 

The first part of the program is shown in Figure 22 as an abstract program flow chart. This comprises 

Steps 1 and 2 in Figure 21. The description comes afterwards. 
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Figure 22 Program Flow Chart 1: Development of Theoretical Plan Operation based on Comparable 

Market Prices (own Figure) 

 

The variables entered by the user are directly stored in the structure input_data.py. In contrast, the data 

from the Excel files is imported using various methods. The objective is to convert the data into a unified 

format and shorten it to match the calculation period. 
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If the data consists of values that change annually, it is already truncated to the calculation period during 

the import process, which is defined by the year_commissioning and the end_year. The 

year_commissioning is included in the calculation, while the end_year is excluded, fulfilling the 

following formula: 

𝑦𝑒𝑎𝑟_𝑐𝑜𝑚𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑖𝑛𝑔 + 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑝𝑒𝑟𝑖𝑜𝑑 = 𝑒𝑛𝑑_𝑦𝑒𝑎𝑟  (23) 

The calculation_period specifies the number of full years included in the simulation. 

The data for wind and PV power, as well as their outage periods, is imported annually without 

accounting for leap years, that means 35040 values. From this, renewable production RES_production 

is calculated using the following formula: 

𝑅𝐸𝑆_𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 (MW)  =  (𝑝𝑜𝑤𝑒𝑟_𝑝𝑣 (MW) ∙  𝑙𝑜𝑠𝑠𝑒𝑠_𝑝𝑣 +  𝑝𝑜𝑤𝑒𝑟_𝑤𝑖𝑛𝑑 (MW) ∙
 𝑙𝑜𝑠𝑠𝑒𝑠_𝑤𝑖𝑛𝑑)  ∙  𝑐𝑢𝑟𝑡𝑎𝑖𝑙𝑚𝑒𝑛𝑡𝑠_𝐺𝑂  

(24) 

The PV production power_pv and wind production power_wind are given in MW. The losses for PV 

and wind losses_pv and losses_wind are expressed as percentage factors between 0 and 1 and represent 

the downtime rates of the respective technologies. The grid operator's curtailments curtailments_GO 

are also expressed as a percentage factor, where a factor of 1 indicates no losses and 0 indicates a 

complete outage. 

For the simulation, it is assumed that the same Redispatch measures apply to RES and the BESS 

(chapter 2.6). Therefore, in the simulation program, the RES production is reduced by the Redispatch 

measure in formula (24). 

In the program, units are converted accordingly within the formula. Additionally, the program allows 

deactivating PV or wind production. In such cases, the corresponding power in formula (24) is set to 0. 

All 15-minute resolution vectors must be compatible for calculations. Since the vectors cover different 

time periods and treat leap years differently, a unified format must be established. 

Market data, GO Curtailments, BESS outages, and reserve power activations are provided in 15-minute 

intervals over 25 years, including leap years. This results in 876576 values. The program uses nominal 

years, where one nominal year consists of 35063 values. Consequently, all data with 876576 values is 

reduced by one value and the data with 35040 values is adjusted to nominal years by padding the 

remaining values with zeros and repeating the sequence 25 times. 

All vectors with 15-minute resolution now consist of 876575 values, representing 25 nominal years.  

This completes Step 1 of Figure 22. 

 

The objective is to calculate a comparative price between the various markets in which the BESS can 

participate. Charging the BESS should occur during low-price periods, while discharging should take 

place during peak-price periods. However, the Intraday, SR Power, PR Power, and SR Energy markets 

have different structures: 

In the Intraday and SR Energy markets, the bid length is 15 minutes, whereas bids in the reserve power 

markets span 4 hours (Figure 12). Reserve power is provided, but the corresponding energy is not always 

activated. Consequently, energy prices are only remunerated when energy is supplied, whereas the 

reserved capacity is always compensated. Additionally, different marketing strategies undergo varying 

cycles of the BESS: trading on the Intraday market ensures that energy is supplied, whereas activation 

in the reserve power and reserve energy markets are infrequent. 
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To calculate comparative prices, the ratio between profit and expenditure must be maximized. Profit 

refers to the income generated by the BESS through market participation. Expenditure is defined as the 

BESS cycles, as they primarily contribute to degradation (Figure 7). 

For comparability, all prices are converted into nominal prices with the unit 
€

MW ∙ 15 min ∙ full activation
. 

The cycle equivalent is expressed through full activation and refers to the case where usable power 

simulation_power is injected. 

Markets are categorized into charging markets, discharging markets, and reserve power markets. 

Charging markets include charging from the Intraday market (INT-P), from renewable generation 

(RES-P), and from the negative secondary reserve energy market (SR-E). Discharging is possible in the 

Intraday market (INT+P) and the positive secondary reserve energy market (SR+E). Reserve power 

markets include Primary Reserve (PR), positive Secondary Reserve (SR+P), negative Secondary 

Reserve (SR-P), and the simultaneous provision of positive and negative Secondary Reserve (SR±P). 

A nominal price can be determined for each category.  

The following formula is used to convert the original Intraday price price_Intraday into the nominal 

price nominal_price_Intraday, considering 15-min resolution: 

𝑛𝑜𝑚𝑖𝑛𝑎𝑙_𝑝𝑟𝑖𝑐𝑒_𝑖𝑛𝑡𝑟𝑎𝑑𝑎𝑦 (
€

MW
) =

𝑝𝑟𝑖𝑐𝑒_𝑖𝑛𝑡𝑟𝑎𝑑𝑎𝑦 (
€

MWh
)

4 (
1

h
)

  (25) 

If energy must be bought or sold short term, for example, to adjust the SOC for the next planned trade, 

trading can occur on the SR energy market without prior trading on the SR power market. In this case, 

only the energy price is remunerated for the 15-min period, while the power price is not. Unlike the 

Intraday market, the SR energy markets do not guarantee 100 % activation, as the activation probability 

is around 1-2 %. The lowest energy price bidder is always activated. This means that offering lower than 

the program's stored average energy price increases the likelihood of activation. The variable 

lower_bid_for_direct_activation, defined by the user, determines how much lower the offer must be to 

assume a 100 % activation probability in the program: 

𝑛𝑜𝑚𝑖𝑛𝑎𝑙_𝑝𝑟𝑖𝑐𝑒_𝑆𝑅_𝑒𝑛𝑒𝑟𝑔𝑦 (
€

MW
) =

(𝑝𝑟𝑖𝑐𝑒_𝑆𝑅_𝑒𝑛𝑒𝑟𝑔𝑦 − 𝑙𝑜𝑤𝑒𝑟_𝑏𝑖𝑑_𝑓𝑜𝑟_𝑑𝑖𝑟𝑒𝑐𝑡_𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛) (
€

MWh
)

4 (
1

h
)

  (26) 

This allows SR energy markets to be utilized as both charging and discharging markets. Since this 

assumption cannot be relied upon in reality, an alternative market should be considered for charging or 

discharging in case activation does not occur despite the lower bid. Nonetheless, the potential of SR 

energy markets without utilizing the associated power markets should not be disregarded. Therefore, 

activation is simplified by assuming lower bids than the auction mean price. 

The PR and SR power markets, which have a bid length of 4 hours, have already been converted to a 

15-minute resolution. For a 4-hour bid, the sum of the specified power prices from the 15-minute time 

series is used. For reserve power markets, activation cannot be predicted. Instead, activation 

probabilities should be used to determine the nominal price. The activation time series for positive and 

negative PR and SR, stored in the Excel files, are converted into activation probabilities.  

Step 2 of Figure 22 is thus completed. 
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Even though activation time series are stored in the program, they are unknown at the time of planning 

and therefore cannot be directly considered. For PR participation the activation cannot be forced. The 

normalized price for the PR market is calculated as follows: 

𝑛𝑜𝑚𝑖𝑛𝑎𝑙_𝑝𝑟𝑖𝑐𝑒_𝑃𝑅 (
€

MW
) =

𝑝𝑟𝑖𝑐𝑒_𝑃𝑅 (
€

MW
)

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑃𝑅
  (27) 

The activation probability is a percentage factor between 0 and 1. The lower the activation probability, 

the higher the normalized PR price, as the system operator receives payment for a service that is rarely 

required. Energy prices are not included in this case, as they are not additionally remunerated. The PR 

market also does not differentiate between positive and negative PR. 

For all SR power markets, the following formula applies: 

𝑛𝑜𝑚𝑖𝑛𝑎𝑙_𝑝𝑟𝑖𝑐𝑒_𝑆𝑅_𝑝𝑜𝑤𝑒𝑟 (
€

MW
)

=

𝑝𝑟𝑖𝑐𝑒_𝑆𝑅_𝑝𝑜𝑤𝑒𝑟 (
€

MW
) +  

𝑝𝑟𝑖𝑐𝑒_𝑆𝑅_𝑒𝑛𝑒𝑟𝑔𝑦 (
€

MWh
)

4 (
1
h

)
 ∙  𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑆𝑅

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑆𝑅
 

(28) 

The power price is divided by the activation probability in green to account for full activation. 

Additionally, the price for activated energy is obtained, but only if activation occurs. Therefore, another 

multiplication by the blue activation probability is necessary. The blue activation probability separates 

the remuneration ratio of SR power and energy by making energy remuneration less likely, while the 

green activation probability accounts for reduced cycle impact. In contrast to formular (26), the auction 

mean value is assumed. The activation probability varies depending on the selected SR Power market 

SR±P, SR+P or SR-P. 

Another remuneration series describes electricity trading between RES and BESS. Since it is assumed 

that RES is also marketed on the Intraday or Day-Ahead market, the Intraday market time series of 

positive prices is used for the BESS charging process. This results in the following advantages when 

purchasing RES electricity compared to Intraday electricity: 

If purchasing occurs during RES production and positive market prices, RES electricity is prioritized 

for storage because avoided grid usage reduces grid and concession fees for the BESS (chapter 2.4). 

If RES production exceeds a grid limit, it is assumed that the BESS can purchase the excess amount at 

a price of 0. 

RES can purchase electricity from the BESS at a fixed price set by the user since electricity consumption 

is not traded on the market (RES+P). This fixed price includes the taxes that RES would otherwise have 

to pay to account for the additional profit of the BESS. Additionally, the fees that the BESS would incur 

when feeding power into the grid are deducted. 

Step 3 of Figure 22 is now completed. 

 

Some of the eight different markets compete. An optimum is determined for each set of competing 

markets. The categorization is as follows: power marketing, BESS charging at low energy prices, and 

BESS discharging at high energy prices. 

For power marketing, the competing markets are PR, SR+P, SR-P and SR±P. The charging markets are 

INT-P, RES-P and SR-E, while discharging is possible in the markets INT+P and SR+E. 



42 

 

The case of RES+P is considered separately because the exchanged power is minimal compared to the 

simulation_power. 

Matrices are created for the three described categories, each with two columns and t rows, where t 

represents the number of simulation timestamps. The first column contains the optimal price, and the 

second column specifies the market acronym where the optimal price can be achieved. 

Step 4 of Figure 22 is now completed.  

 

The example output of the three matrices is shown in Figure 23. The three different market types of 

charging, discharging and reserve markets are shown in different colors. The prices are given in nominal 

prices. The optimum market for each market type is formed for each time stamp. In cell C5, for example, 

the RES-P market was the optimal charging market at 01.01.2025 01:15 AM. The SR-E market was 

optimal at 01:30 AM. 

 

Figure 23 Optimum Price and Market Matrices of Charge, Discharge and Power Reserve Markets - 

Nominal Prices are Given in € / MW / full_active (own Figure). 

 

The goal is to find out which prices are best for each matrix. The number of best prices depends on the 

number of cycles per year defined by the user. A cycle consists of a charge- and a discharge cycle: 

𝑐𝑦𝑐𝑙𝑒 = 𝑐ℎ𝑎𝑟𝑔𝑒_𝑐𝑦𝑐𝑙𝑒 + 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑐𝑦𝑐𝑙𝑒  (29) 

The number of best price timestamps is influenced not only by the cycles, but also by the power factor, 

system efficiency, self-discharge, and the activation probabilities of the reserve power markets. 

The number of annual affected discharge timestamps is calculated as follows: 

𝑎𝑛𝑛𝑢𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠 = 𝑐𝑦𝑐𝑙𝑒𝑠 ∙  𝑝𝑜𝑤𝑒𝑟_𝑓𝑎𝑐𝑡𝑜𝑟 (
MWh

MW
) ∙ 4 (

MW

MWh
)  (30) 

The annual user-defined number of cycles are multiplied by 4 because the storage system requires four 

timestamps to charge 1 MWh at 1 MW. The power_factor indicates the ratio of usable capacity to power. 

If, for example, the capacity doubles, twice as many timestamps would be required at constant power to 

complete one cycle. 

The number of charge cycles is greater than that of discharge cycles due to system RTE losses and 

self-discharge. Therefore, formula (30) is adjusted accordingly to convert the number of charge cycles 

into the number of affected timestamps: 
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𝑎𝑛𝑛𝑢𝑎𝑙_𝑐ℎ𝑎𝑟𝑔𝑒_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠 = 𝑎𝑛𝑛𝑢𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠 ∙ 𝑠𝑦𝑠𝑡𝑒𝑚_𝑅𝑇𝐸_𝑓𝑎𝑐𝑡𝑜𝑟 ∙
𝑠𝑒𝑙𝑓_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑓𝑎𝑐𝑡𝑜𝑟  

(31) 

The factors for self-discharge self_discharge_factor and for the system RTE system_RTE_factor also 

access user inputs. They are > 1, which is why the number of annual charging time stamps is greater 

than the discharging time stamps. 

For reserve power markets, the number of usable timestamps is based on the activation probabilities for 

each year. 

Since SR+P has a low probability of discharge, the usable timestamps are calculated as follows: 

𝑎𝑛𝑛𝑢𝑎𝑙_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠_𝑆𝑅_𝑝𝑙𝑢𝑠_𝑃 =
𝑎𝑛𝑛𝑢𝑎𝑙_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑆𝑅_𝑝𝑙𝑢𝑠_𝑃
 (32) 

Since SR-P has a low probability of charging, the usable timestamps are determined as follows: 

𝑎𝑛𝑛𝑢𝑎𝑙_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠_𝑆𝑅_𝑚𝑖𝑛𝑢𝑠_𝑃 =
𝑎𝑛𝑛𝑢𝑎𝑙_𝑐ℎ𝑎𝑟𝑔𝑒_𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑠

𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛_𝑝𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦_𝑆𝑅_𝑚𝑖𝑛𝑢𝑠_𝑃
 (33) 

For PR and SR±P, the average of charge and discharge timestamps and each activation probability is 

considered. Since the activation probability << 1, the number of tradable timestamps in the reserve 

power markets is significantly higher than in the charge or discharge matrices.  

Due to the low activation probabilities of the SR power reserve markets of around 1 %, it is possible 

that more time stamps are calculated than available. Depending on the stored input data, this limit could 

already be exceeded from 87 cycles per year for a power factor of 1. Therefore, if this limit is exceeded, 

the number of examined time stamps is set to the maximum available for simplification. 

The three matrices for charging, discharging, and power reserve nominal prices & markets are sorted 

according to the best possible nominal prices while considering the calculated number of timestamps 

according to formulars (30) to (33). 

For example, in the charging matrix (Figure 23), the lowest price is assigned to number 1, and the 

second-lowest price is assigned to number 2. At the same time, the number of used timestamps is 

increased according to formulars (30) to (33). 

Step 5 of Figure 22 is now completed. 

 

The scheduled operations determined for each of the three matrices shall be merged into a single 

scheduled plan operation. The plan operation corresponds to Step 6 of Figure 22, which is depicted as 

a detailed program flowchart in Figure 24 and explained using the example of Figure 25. 

The algorithm distributes optimal charging, discharging, and power reserve market participation within 

the plan operation, based on the three nominal price matrices. The distribution terminates when the user-

defined target cycles are met. Since both selling electricity at high prices and purchasing it at low prices 

are essential, charging and discharging timestamps should be alternately assigned. If a power reserve 

timestamp is allocated, the sequence between charging and discharging timestamps should remain 

unchanged. As a simplification, each timestamp is traded on only one optimal market. 

For each of the three matrices, the optimal price and its corresponding index are determined. If a 

charging timestamp is to be assigned, the charging market is inserted at the corresponding index in the 

plan operation. Otherwise, the algorithm selects the optimal market based on the nominal discharging 
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and power reserve prices and assigns it accordingly. This process is repeated for all charging and 

discharging timestamps within a year and iterated in an outer loop for all years. Power reserve market 

participation is counted proportionately toward charge and discharge timestamps based on its respective 

activation probability. 

Due to the typically low activation probability of power reserve markets, it is possible that all timestamps 

are assigned without achieving the target number of charging and discharging timestamps. In such cases, 

the assigned power reserve timestamps are overwritten with optimal charging and discharging 

timestamps, thereby increasing the total number of distributed timestamps until the target is met. 

The Final Step of Figure 22 is completed. 

 

 

Figure 24 Detail Program Flow Chart of Step 6 of Program Flow Chart 1. Distribution Process of 

Timestamps for Plan Operation (own Figure) 

 

Figure 25 illustrates the functionality of the algorithm from Figure 24 as an example. Columns F to K 

display an excerpt of the three matrices representing the charging, discharging, and reserve power 
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markets. Values highlighted in purple indicate those transferred to the planned operation in column B. 

Column A depicts the planned operation without the overwriting of power reserve timestamps. In both 

columns A and B, the highlighted values indicate changes due to the overwriting process. 

Columns C to E show the price numbering of the three matrices from Step 5 in Figure 22. A heatmap is 

applied to these columns to visually distinguish the values. Since the reserve market yields significantly 

higher nominal prices (column J) over the entire period compared to the discharge market (column H), 

the planned operation without correction exclusively follows the reserve market. 

The user-defined number of cycles cannot be fulfilled by exclusive participation in the theoretically 

optimal reserve markets. Therefore, reserve time stamps are exchanged with charge and discharge time 

stamps until the user-defined number of cycles can be achieved. This can be observed in the marked 

rows in columns A and B: Row 5 has been replaced by the optimal charging market, and row 11 by the 

optimal discharging market. This is also reflected in the numbering of columns D and E, where the 

lowest values were used (marked red). A cross-check with columns F and I confirms this statement. 

 

Figure 25 Example of Step 6 of Program Flowchart 1: Distribution Process of Timestamps for Plan 

Operation (own Figure) 

 

4.2.3 Main Simulation Algorithm 

The main program algorithm includes Steps 3 to 5 in Figure 21. Due to its high complexity, the 

algorithm is described using two interacting flowcharts. The first part is shown in Figure 27 and covers 

Steps 3 and 4 of Figure 21. The second part is shown in Figure 28 and corresponds to Step 5 of Figure 

21. 

For the simulation of a time segment within the prediction_horizon, whose length can be adjusted by 

the user, both main simulation parts are executed once. The variable i represents the currently analyzed 

timestamp. All elements from i to i + prediction_horizon – 1 are examined to find the best markets for 

operation. As i itself is included, and the prediction horizon defines the number of values to be analyzed. 

This means that the last known timestamp is i – 1. 
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In Figure 28, the variable i is incremented by a modified_prediction_horizon, ensuring that the next 

iteration in Figure 27 starts not with i = i + 1 but with i = i + modified_prediction_horizon. 

 

In addition to the main loop that increments by i, Figure 27 includes two additional loops nested within 

the main loop: 

The innermost loop, which iterates with index e, defines the number of all forecasts of a comparable 

revenue within the prediction_horizon. It determines the necessary conditions to achieve planned 

operation at time e. For example, if discharging is required at time e = 3 and SOC = 0, charging must 

occur within the interval e = [0, 2] to meet the discharge requirements. 

The number of revised plans number_plans represents the multiple integration of several planning time 

stamps within the same planning process. For instance, if discharging is scheduled at e = 5 according to 

Plan 1, charging may occur at e = 0 and e = 4 to meet the discharge requirement. 

Additionally, another Plan 2 can be implemented, overlapping with Plan 1's operation times. For 

example, if charging occurs at e = 1 to fulfill a discharge plan at e = 12, e = 1 falls within the timeframe 

of the first plan. Since e = 0, e = 1, and e = 4 are charging operations and they precede the discharge 

operations at e = 5 and e = 12, both plans can theoretically coexist despite overlapping timeframes. 

Using number_plans, the advantage of batteries with a higher power_factor is assessed because with 

increasing power_factor, the battery can theoretically implement a higher number_plans. 

 

After initializing the variables i, e, and number_plans, Step 4 of Figure 27 verifies whether achieving 

planned operation at time e is feasible. For example, if e = 0 and discharging is required, this is 

impossible if SOC = 0 because no timestamp can be planned for charging before e = 0. 

To ensure planned operation, the system always attempts to provide the maximum available power. If 

the usable storage power is 4 MW, then 4 MW is also the discharging requirement in the simulation 

program. However, in praxis, offering lower power on the market would also be possible. 

An exception is the grid feed-in limits, which are considered by the program: If RES and BESS feed 

into the grid simultaneously and exceed the grid limit, the BESS power is reduced accordingly. Grid 

limits for power consumption are not included in the program. 

If RES is selected as the charging source and provides less power than BESS simulation_power, the 

simulation_power is adjusted accordingly. 

Discharging is assumed to occur without losses, meaning the discharge capacity, 

capacity_for_discharging, equals the stored capacity in the BESS. 

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦_𝑓𝑜𝑟_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 (MWh)  = 0.25 (h) ∙ 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑝𝑜𝑤𝑒𝑟 (MW) (34) 

For BESS charging capacity, capacity_for_charging, charging and discharging losses are deducted 

using the system_RTE:  

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦_𝑓𝑜𝑟_𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 (MWh)  

= 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦_𝑓𝑜𝑟_𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 (MWh) ∙
𝑠𝑦𝑠𝑡𝑒𝑚_𝑅𝑇𝐸 (%)

100
  

(35) 

Due to the consideration of system RTE, in the case of charging at positive Intraday market prices, the 

BESS must pay the price for capacity_for_discharging even though only capacity_for_charging is 
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stored in the BESS. If Intraday market prices are negative, the BESS is compensated more for charged 

energy than the energy stored. 

The product length of the reserve power markets in Figure 12 is considered by allowing the utilization 

of reserve power markets only every four hours. To correctly compare four-hour reserve power market 

prices with competing prices of other markets, the user must specify a constant price for each four-hour 

period in the respective input Excel files. 

If planned operation is feasible at e, the program determines whether charging or discharging must occur 

before reaching e and what capacity must be charged or discharged. If planned operation at e is 

impossible, the case is discarded by setting the comparable revenue future_revenue for time stamp e to 

the highest value, 999999. The lowest values of future_revenue are defined as optimal. 

 

Step 5 of Figure 27 describes the planning of charging and discharging timestamps to achieve the 

planned operation at time e. This planning is conducted by selecting the best prices from the charging 

and discharging matrix. Values are selected iteratively until the respective charging or discharging 

condition is met. 

If discharging is required, it is likely that two charging values will be chosen since, according to 

Equations (34) and (35), the charging capacity is lower than the discharging capacity. If possible, the 

maximum capacity from Equations (34) and (35) is used for each timestamp. However, this assumption 

may lead to market or SOC limits being exceeded or undershot. For example, given a storage system 

with 𝑄𝑈 = 1 MWh, 𝑃𝑈 = 1 MW and SOC = 50 % and a charging power of 1 MW to enable subsequent 

discharging of 1 MW, the SOC would exceed 100 % after charging. In the case of such an exceedance, 

a verification function limits the usable power. 

 

Step 6 of Figure 27 describes the conversion of the market vector into a comparative future_revenue to 

enable different forecasts to be evaluated. In contrast to the approach of Figure 24, all charging, 

discharging and power reserve markets must now be comparable. 

The nominal prices of equations (25) to (28) cannot be used directly for this comparison because 

charging markets should be utilized at the lowest price, while discharging markets should be utilized at 

the highest price. Furthermore, a direct comparison between nominal discharging and reserve markets 

could lead to a local optimum: 

The nominal prices of reserve markets are significantly higher than those of discharging markets due to 

lower activation probabilities. If reserve markets were preferentially selected, this would significantly 

reduce the user-defined target cycle amount because reserve markets are activated less probably. The 

program might identify a local optimum for reserve markets that does not necessarily correspond to the 

global optimum, as OPEX and idle degradation costs of storage are not included in nominal price 

formation. 

Therefore, sorting of the three matrices, as indicated in Step 5 of Figure 22, is applied. All values of the 

time series are included in the sorting. For each selected market, the number of sorting is saved. That 

would be number 1 for the lowest price for example. For each prediction, the mean value of all saved 

sorting numbers is calculated, called future_revenue. The lowest future_revenue of all predictions 

within the prediction horizon determines the optimum. 
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Figure 26 illustrates this problem: The prices for each charging, discharging, and reserve market are 

sorted by their best possible values in columns G, J, and M. The developed operation Plan 1, already 

validated for feasibility, aims to reach the planned operation with market SR-E in row 4. This requires 

one discharging time stamp. Discharging aligns with the lowest indices in column J, representing the 

lowest discharging prices. Possible discharging timestamps are only rows 2 and 3, as discharging must 

occur before reaching the planned operation. SR+E in row 2 is selected for discharging, and the 

corresponding index 1 is assigned. The mean value of the two active markets in Plan 1 is (1+1) / 2 = 1 

(highlighted orange in Figure 26). 

A second plan involves participation in discharging market SR+P in row 5. Achieving this requires two 

charging time stamps. The lowest charging values are 1 and 2 in rows 2 and 4, both assigned to market 

SR-E. The mean value calculation is (1 + 1 + 2) / 3 = 1.3333 (highlighted orange in Figure 26). 

The mean values of the assigned indices of both plans correspond to the future_revenue. Since Plan 1 

has a lower future_revenue than Plan 2, Plan 1 is preferred, and Plan 2 is discarded. 

 

Figure 26 Example Comparison of future_revenue (own Figure) 

 

The steps described are repeated in the loop indexed by e for as long as the user-defined 

prediction_horizon specifies. The default assumption are 10 values. The results of each iteration are 

stored in the future_revenue vector and subsequently compared as shown in Figure 26. As the best 

values have an index 1, the minimum value of future_revenue is selected. The corresponding real 

operation plan vector of the markets (as in column A of Figure 26) and the vector of utilized charging 

or discharging capacity are stored. 

 

The loop indexed by number_plans runs depending on the power_factor: The larger the BESS 

simulation_capacity is compared to its simulation_power, the more iterations can be performed because 

the SOC limits are reached less frequent. The existing plan from Step 8 is stored and cannot be 

discarded. However, additional plans can be added, even if they overlap, as long as all plans remain 

feasible. A detailed example is provided in Figure 29. 

If additional plans are possible, future_revenue should remain similar. The allowable tolerance between 

future_revenue of the previous and current plans can be user-defined. A default setting allows for a 

value up to 50 % higher than the previously stored value. If no higher value than the last stored one 

would be permitted, the program calculates the revenue of the best possible simulation within the 

prediction horizon. However, to achieve the highest possible revenue for BESS with a larger 

power_factor, it may be necessary to combine the second- or third-best with the best possible value to 

maximize revenue. This presents another potential local optimum into which the simulation may be 

directed. Allowing all values would make the simulation program follow the real planned operation 

more closely but also accept less favorable prices. 

The result of the simulation in Figure 27 is a feasible operational plan that maximizes profit while 

covering multiple and overlapping operational values. The output includes the operational vector and 
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the vector of utilized capacities, which are passed to the second simulation part in Figure 28. The 

identified markets would already be actively traded in real-time. 

 

Figure 27 Program Flow Chart 2: Development of Real Plan Operation based on Stack Prediction of 

Possible Cases of SOC and Market Requirements (own Figure) 
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The simulation results from Figure 27 are passed on to the second program section, which is executed 

within the same iteration i. However, the number of timestamps to be examined is adjusted for the 

second part: If a reserve power market is selected in real operational planning, the period is extended by 

15 additional values to ensure that the four-hour period of reserve power markets is maintained. 

Otherwise, the analysis period is shortened to the last planned value (Step 2 of Figure 28). 

For example, if a charge and discharge cycle is scheduled within the period between timestamp 3 and 8, 

and no further planning occurs beyond timestamp 8, only the period between timestamp 0 and 8 is 

considered for the subsequent simulation section instead of the period: 0 to prediction_horizon – 1. 

If the BESS has been continuously operating for a manufacturer defined number of part- or full cycles, 

a safety cooling process must take place. Since the activation of unplanned reserve power can also cause 

excessive heating of the storage system, the safety shutdown due to overheating is considered in the 

second program part. The cooling duration is defined by the manufacturer as well (Step 4 of Figure 28). 

Unexpected outages may also occur. These can be modified for each timestamp in the input data of the 

Excel file. The program only considers total outages, as only a single operating state is evaluated per 

timestamp (Step 5 of Figure 28). 

Redispatch measures cannot be accounted for in the planning process either. The activation of positive 

and negative Redispatch measures is only carried out if SOC conditions permit activation, the BESS is 

not participating in reserve power markets, and the BESS is not planned to operate with the same result 

as the Redispatch measure. This means that if the storage system is scheduled to discharge at time t, and 

the Redispatch measure also requires discharging at time t, the Redispatch measure is not executed 

because it does not improve grid stability. In the program, as well as in practice, a BESS participating 

in the reserve power market is generally not affected by Redispatch. However, exceptions may apply 

voluntarily (Bundesnetzagentur, 2024d:5) (Step 6 of Figure 28). 

The compensation of Redispatch measures follows the principle of economic neutrality concerning the 

impact of the measure on the BESS’s revenue: neither profit nor loss should be generated (EnWG, 2024: 

§13a). Compensation is provided for the lost revenue from planned operation, the degradation of the 

BESS, and the costs of the measure (EnWG, 2024: §13a). If the BESS saves costs due to the measure, 

these savings must be refunded to the grid operator (EnWG, 2024: §13a). This means that negative 

compensation for the measure is also possible. 

In the simulation program, the BESS costs are determined in the case of planned operation. If the BESS 

generates revenue, this amount is credited. If there are expenses, these must be paid. 

The measure itself is remunerated based on the Intraday market prices. If the BESS would have to pay 

for the measure in the optimal charge and discharge market, the loss is set to zero, as the BESS would 

typically not execute such a measure. For example, if the BESS is forced to discharge at an optimal 

Intraday market price of -500 
€

MWh
, a massive loss would result from the discharge process, disregarding 

the principle of cost neutrality. Additionally, the cycle degradation is credited as profit. The degradation 

per cycle is user-defined and can also be estimated by the simulation program. 

In practice, the legal framework for compensating Redispatch measures for BESS has not yet been 

finalized. Currently, it is still possible to generate profit from Redispatch measures, which contradicts 

the principle of cost neutrality (Kyon Energy, 2024). However, the simulation program does not exploit 

legal loopholes. 
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After a Redispatch measure, in practice, time would be available to restore the SOC for future planned 

operation. Alternatively, the Redispatch measure would need to compensate for the resulting financial 

losses of trading that cannot be fulfilled by the BESS because of the SOC change. In the simulation 

program, after a Redispatch measure, further plan execution is stopped, and new planning begins from 

the Redispatch measure onwards. 

If the storage system experiences an outage, a safety shutdown, or is otherwise unable to follow the 

planned operation, a penalty payment is recorded (Step 7 of Figure 28). Redispatch measures are 

excluded from penalty payments. 

If no penalty payment is recorded, the BESS follows the planned operation (Step 8 of Figure 28). The 

target variables usable SOC, operating state, and revenue are stored as vectors with a length 

corresponding to the simulation period. The usable SOC is defined by the SOC relative to usable 

capacity. 

Additionally, self-discharge is considered, as well as electricity procurement from RES, if required and 

feasible (Step 9 and 10 of Figure 28). Thus, RES+P can occur in inactive operational periods only. A 

safety factor during the charging process of the BESS ensures that slightly more energy is stored than 

required for the respective planned market. 

With increment k, the process is repeated for all planned operations within the same prediction horizon. 

The next element i for the subsequent planned operations is described by 𝒊 = 𝒊 +  𝒌 +  1. 
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Figure 28 Program Flow Chart 3: Development of Real Operation, SOC and Revenue Based on Real 

Plan Operation Considering Unexpected Events (own Figure) 
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Figure 29 exemplifies the output of the main algorithm for the first iteration 𝑖 = 0 of the process 

schedules Figure 27 and Figure 28. This example illustrates two nested discharge schedules at rows 13 

and 16, whose charging plans occur in rows 4, 10, and 12. 

The theoretical schedule within a prediction_horizon of 20, determined based on optimal prices, is 

contained in column A. Since SR+P is a discharge market and usable SOC = 0, the condition for market 

participation cannot be met for 𝑖 = 0. Until 𝑖 = 15, participation in SR-P markets is also impossible due 

to the four-hour bid duration. For the remaining markets within the prediction_horizon, nominal prices 

are developed following the principle outlined in Figure 26. 

The maximum achievable profit is obtained by trading on the SR+E discharge market at the two 

timestamps highlighted in green. These timestamps are transferred to real plan operation in column C. 

All values beyond row 16 are only considered in the next iteration since no further green-marked 

operations are planned after row 16. Consequently, from row 17 onward, the subsequent columns 

outside of plan operation are shaded gray. 

Since the usable SOC = 0, the BESS must first be charged to enable a dual discharge operation in the 

SR+E market. Due to efficiency losses, three charging timestamps are required. These timestamps are 

selected based on optimal charging prices and must be positioned before the first discharge, which is 

before row 13. The selected charging timestamps are marked in blue. All belong to the SR-E market 

with a price of 140 
€

MWh
 (column I). Column E displays the nominal price.  

When the BESS charges in the SR-E market, it receives 140 
€

MWh
 . Considering a simulation_power of 

1 MW and after deducting taxes and fees, the BESS achieves a profit of 34.74 € (column D) each 

charging timestamp. Considering the system RTE, the usable SOC of a 2 MWh BESS increases by 

10.858 percentage points per charging timestamp. 

A discharge operation decreases the usable SOC by 12.5 percentage points. The profit in column D for 

discharge is calculated based on the SR+E price in column J, while column G contains the nominal 

SR+E price. Taxes are not deducted in the case of discharge. 

 

Figure 29 Detailed Example of Main Simulation Program (own Figure) 
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4.2.4 Degradation Algorithm 

The degradation is referred to Step 6 of Figure 21 and can be divided into capacity and power 

degradation. It is also assumed that the nominal capacity and power of the battery are constant every 

replacement period. 

To determine capacity degradation, the following dependencies are considered. Some formulas have 

been simplified by averaging. User-provided inputs are marked in green, while parameters computable 

by the program at EOL are highlighted in blue: 

𝑫𝑶𝑫̅̅ ̅̅ ̅̅ ̅(𝑸𝒅
̅̅ ̅̅ , 𝑸𝑵)                                    Formular (6) 

𝑺𝑶𝑪̅̅ ̅̅ ̅̅ (𝑸𝑵, 𝑸𝒍𝒐𝒔𝒔(𝒕), 𝑸𝒅(𝒕))            Formular (7)  

𝑸𝒍𝒐𝒔𝒔(𝜹(𝒕 = 𝑬𝑶𝑳), 𝑸𝑵)                   Formular (4) 

𝜹(𝒕 = 𝑬𝑶𝑳, 𝒄𝒚𝒄𝒍𝒆𝒔, 𝑺𝑶𝑪̅̅ ̅̅ ̅̅ , 𝑫𝑶𝑫̅̅ ̅̅ ̅̅ ̅)         Formular (3) 

In the simulation program, the user specifies the storage capacity 𝑄𝑈 of the BESS, which is available 

for usage throughout the plant’s lifetime, with the condition 𝑄𝐸 ≥ 𝑄𝑈 (Figure 3). 𝑄𝑑(𝑡) is dependent on 

𝑄𝑈 and the battery operation. The user provides an average DOD value along with EOL parameters in 

terms of cycles and time.  

Figure 30 illustrates the program flowchart for determining capacity degradation. 

Depending on the operation of the BESS, 𝑄𝑑(𝑡) can be determined, as the unused portion of the battery 

is assumed to be fully charged (Figure 30, Step 3). Therefore, 𝑄𝑑(𝑡) can be calculated from the SOC 

time series relative to the usable capacity 𝑆𝑂𝐶𝑈(𝑡). 

𝑄𝑑(𝑡)(MWh)  = 𝑄𝑈(MWh) ∙ [1 −
𝑆𝑂𝐶𝑈(𝑡)(%)

100
] (36) 

Based on formular (6), 𝑄𝑁 can be derived from 𝑄𝑑
̅̅̅̅  and 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  (Figure 30, Step 4). However, 𝑄𝑁 may 

have been incorrectly calculated, as 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  relies on an unverified user input. Consequently, the 

degradation algorithm validates the calculation of 𝑄𝑁 and corrects it if necessary. 

To compute the degradation, 𝑆𝑂𝐶̅̅ ̅̅ ̅̅  must be estimated based on user inputs while neglecting degradation 

losses (formular 5) (Figure 30, Step 5): 

𝑆𝑂𝐶̅̅ ̅̅ ̅̅ (%) = (1 −
𝑄𝑑
̅̅̅̅ (MWh)

𝑄𝑁(MWh)
) ∙ 100 % (37) 

From the previous assumptions, the idle and cycle degradation factors can be determined (formular 3) 

and used to calculate the assumed nominal capacity loss 𝑄𝑙𝑜𝑠𝑠 (formular 4) based on the number of 

cycles and time within the replacement period. To verify the minimum capacity 𝑄𝑁,𝑚𝑖𝑛, the following 

applies (Figure 30, Step 7): 

𝑄𝑁,𝑚𝑖𝑛 = 𝑄𝑈 + 𝑄𝑙𝑜𝑠𝑠 (38) 

If 𝑄𝑁 is smaller than 𝑄𝑁,𝑚𝑖𝑛 it is set to 𝑄𝑁 = 𝑄𝑁,𝑚𝑖𝑛, the user input 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  is corrected according to 

formular (6), and 𝑆𝑂𝐶̅̅ ̅̅ ̅̅  is recalculated, including the computed degradation losses (Figure 30, Steps 10 

and 11). According to Figure 6, 𝑆𝑂𝐶̅̅ ̅̅ ̅̅  has a minor influence on overall degradation. Therefore, 

formular (7) for SOC calculation is linearized by considering only the start and end degradation: 
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𝑆𝑂𝐶̅̅ ̅̅ ̅̅ = 0.5 ∙ ⌊(1 −
𝑄𝑑
̅̅̅̅

𝑄𝑁
) + (

𝑄𝑁 − 𝑄𝑙𝑜𝑠𝑠

𝑄𝑁
−

𝑄𝑑
̅̅̅̅

𝑄𝑁
)⌋ ∙ 100 % 

𝑆𝑂𝐶̅̅ ̅̅ ̅̅ (%) = ⌊1 −
2 ∙ 𝑄𝑑

̅̅̅̅ (MWh)

𝑄𝑁(MWh)
+

𝑄𝑁(MWh) − 𝑄𝑙𝑜𝑠𝑠(MWh)

𝑄𝑁(MWh)
⌋ ∙ 50 % 

(39) 

The loop iterates with the calculation of degradation coefficients and terminates once 𝑄𝑁,𝑚𝑖𝑛 ≥ 𝑄𝑁 

(Figure 30, Step 8). 

The power coefficients are determined using the corrected SOC and DOD assumptions based on 

formular (11). 

 

Figure 30 Algorithm of Capacity Degradation (own Figure) 

  

4.2.5 Financial Figures 

As financial output variables, annual costs, revenues, and cash flows are relevant. The IRR and NPV 

can be derived from the cash flows. This represents Steps 7 and 8 of Figure 21. 

To determine the annual revenues, the revenue time series, generated in Step 5 of Figure 21 is 

aggregated annually. In some cases, single revenues may be negative if penalty payments have been 

incurred. 

Annual costs consist of CAPEX, OPEX, and, optionally, initial costs and discounts. All OPEX values 

are updated annually based on the predefined input data. Power-dependent CAPEX are paid only at the 

beginning of the calculation period, whereas capacity-dependent CAPEX are incurred after each 

replacement period. 
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• Fees BESS = 0.11 
ct

kWh
 (chapter 3.3) 

• Energy-dependent OPEX = 0.273 
€

MWh
 (chapter 3.2) 

• Self-discharge = 4 
%

month
 for LFP and 1 

%

month
 for NMC (chapter 2.3.1) 

• Available storage hours to enable participation in PR Market = 0.83 h (chapter 2.5), but adjusted for 

detailed simulations according to Appendix 18. 

• Available storage hours to enable participation in SR positive or negative Market = 1 h (Figure 12) 

• RTE annual degradation = 0.2 percentage points (chapter 3.3) 

• RTE reduction = 26 percentage points at SOC = 100 % (chapter 3.3) 
 

Additionally, the following data developed in chapter 3 are incorporated into the simulation: 

• CAPEX & OPEX 

• Grid charges 

• Intraday, reserve power, and reserve energy prices 

• Reserve power activation probabilities for PR and SR 

• Storage and RES outages 

• System RTE 
 

For the remaining variables, assumptions must be made for the baseline simulation, which can be 

optimized in subsequent simulations. The goal is to identify which parameters have the most significant 

impact on the simulation results and which ones are negligible. 

For the baseline simulation, the following parameters are assumed, with the main parameters ‘cycles 

per year’, ‘capacity’ and ‘power’ based on the simulation from Appendix 2: 

• The capacity unit of the BESS is to be replaced every 5 years. 

• To ensure that SR energy is fully activated, trading is conducted at 25 
€

MWh
 below the average value. 

Optimizing this value would require long-term experience in direct marketing. 

• Storage technology: LFP 

• A reduced power usage to increase the RTE is not assumed. 

• There are no initial costs or discounts. 

• 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ = 80 % . This value is likely to be significantly undercut in practice. In such cases, the 

specified 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  will be corrected by the program's degradation algorithm (chapter 4.2.4). 

• Target cycles per year = 730 

• prediction_horizon = 10 values 

• During a charging process, 2 % more energy is deliberately charged than would be needed for an 

assigned discharging process, to account for self-discharge and minor discharging losses from 

RES+P. 
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• For multiple scheduling processes within the same prediction horizon, the comparison price for 

subsequent schedules must not deviate by more than 50 % from the price of the initial schedule. 

Otherwise, the subsequent schedules will not be considered. 

• It is assumed that, in practice, 11 % less profit can be generated than the optimal profit estimated by 

the program (Hornek et al., 2025:1). 

• Usable power of 1 MW and usable capacity of 2 MWh are assumed. 
 

The baseline simulation results in an IRR of 10 % and an NPV of 551 k€. However, the IRR results 

represent only potential outcomes based on numerous assumptions. Nevertheless, IRR comparisons can 

be used to test dependencies and determine the optimal dimensioning and operation strategy, which is 

the objective of this study. 

Costs, revenues, and cash flows from the simulation are presented in Figure 32. The cash flows are 

calculated by formular (40). The investment costs are considered in year 1 for simplification. Every five 

years, the capacity unit is replaced, incurring costs. These replacement costs decrease over time because 

of the learning effects (Figure 8). Revenues decline slightly with increasing market competition. 

OPEX is negligible at 2,152 
€

a
 . Costs are slightly negative in 2046 because the old capacity unit is sold, 

generating revenue. 

Both CAPEX and OPEX were validated using the literature source (Mongird, Kendall et al., 2020:87-

90). However, the power-dependent OPEX are assumed to be doubled for the following simulations due 

to operational experience.  

The simulation calculates average annual revenues of 180 k€, with an initial revenue of 187 k€ in 2027 

and a slightly declining average. A comparison with Appendix 2 shows that the profit from cross-market 

optimization for a 1 MW and 2 MWh BESS is declining from about 250 k€ in 2023 to 200 k€ in 2024. 

The simulation results are consistent with the historical analysis. 

The actual number of full cycles is not provided in the source (Christian Schäfer, 2024). However, in 

the simulation program, only 392 cycles per year were executed, despite the user-defined 730 target-

cycles. This discrepancy is due to the setting of the prediction horizon which will be optimized in 

chapter 5.2. 

The user specifies the number of target cycles to be fulfilled in an initial plan. However, this plan does 

not consider the SOC and market participation conditions, so this plan is adjusted. The adjustment is 

made within the specified prediction horizon. Each plan value is converted into a comparative price, 

which are compared with each other. All unfavorable comparative prices that are limited by the matching 

factor are discarded. For this reason, significantly more target cycles must be planned for high numbers 

of cycles, because most planned cycles are discarded due to comparative prices that are too unfavorable. 
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Figure 32 Financial Parameters Costs, Revenue and Cashflow in M€ of BESS-Simulation with 357 

Cycles per Year, Usable Power = 1 MW and Usable Capacity = 2 MWh (own Figure) 

 

Power degradation amounts to approximately 0.43 % per replacement over the 5-year period. In contrast, 

capacity degradation has a significantly greater impact, with around 17.7 % over the 5-year replacement 

period. The following variables are calculated by the program: 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ = 33 % and 𝑆𝑂𝐶̅̅ ̅̅ ̅̅ = 57 % . 

According to operational analyses in the literature, capacity degradation for NMC is specified as 

0.0035 % per full cycle and 0.95 % per year (Feiler, Marcel, 2024:24), resulting in a total degradation 

of 10.63 % over the 5-year replacement period. Since NMC exhibits a similar degradation behavior to 

LFP according to Figure 6 and Figure 7 these technologies are comparable. 

As 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  and 𝑆𝑂𝐶̅̅ ̅̅ ̅̅  are dependent on the operation of the BESS and have a significant influence on 

degradation, the degradation result of the simulation program is validated. Figure 7 shows, that the 

cycling degradation doubles with increasing 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  from 25 % to 40 %. 

 

5.2 Parameter Optimization and Sensitivity Analysis 

After conducting the baseline simulation, the next step is to optimize parameters.  

Less cycles than the target were implemented in the baseline simulation. Because higher cycle utilization 

leads to higher profits (Figure 34), the losses between the theoretically calculated profit and practical 

implementation are doubled from 10 % to 20 %. Additionally, the price reduction of the secondary 

reserve energy markets for assuming 100 % activation probability is increased from 25 to a 40 
€

MWh
 

lower bid than the average. 
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A simulation comparison is conducted between LFP and NMC with variable cycles per year and 

otherwise the same input parameters. LFP achieves an IRR that is 1.9 percentage points higher than 

NMC as an average of all simulations. For this reason, LFP will be used in all subsequent simulations. 

The maximum usable power should not be reduced to increase the system RTE. For a simulation of 

1643 cycles per year and without any further parameter adjustments, reducing the maximum usable 

power by 20 % results in a decrease of the IRR by 1.6 percentage points.  

Similarly, manually decreasing 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  to mitigate cycle-dependent capacity degradation results in a 

significant IRR reduction. When the user reduces 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  from 23 % to 15 %, the IRR reduces from 26 % 

to 5 %. Here, 23 % represents the maximum possible 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ , calculated by the program based on the 

degradation algorithm (chapter 4.2.4). If the user further reduces the 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ , the EOL capacity will exceed 

𝑄𝑈. Otherwise, the EOL capacity would equal 𝑄𝑈 (Figure 3). 

The capacity unit should be replaced every 5 years for power factor 1 (Figure 36). Longer replacement 

periods lead to an almost linear decrease in IRR. For power factor 2 the replacement period can be 

longer: 10 years are optimal. This is due to a lower cycle utilization for larger power factors (Figure 34). 

The more cycles per year the storage system utilizes, the faster the capacity degrades and the more often 

the capacity unit needs to be replaced. 

The additional administrative effort of more frequent replacements and the resulting increase in 

downtimes are not considered in this calculation. 

 

Figure 36 IRR Dependency on Replacement Period for Different Power Factors (own Figure) 

For a prediction_horizon of 8, the factor for multiple planning limitation is optimal at 1.5. Increasing 

or decreasing the factor leads to a reduction of 4 to 5 percentage points for power factor 1. For power 

factor 2, this factor should be selected between 1.5 and 2. In case of shorter prediction_horizon the 

multiple planning limitation factor has little impact on the IRR. 
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The variable representing the safety factor for additional charging to compensate for self-discharge 

effects and RES+P has a negligible impact on the IRR. If the additional charge is set between 2 % and 

4 % of the initial charge, the IRR increases very little. 

The supply of RES+P for the simulation with the electricity price of 21.041 
ct

kWh
 leads to a reduction in 

the IRR of 0.08 percentage points. Consequently, the BESS can generate a slightly higher profit on 

average through the marketing of arbitrage than through the supply of electricity for RES. RES+P is not 

deactivated for the following simulations to simulate the difference between wind- and PV power 

supply. 

Appendix 39 shows the BESS connected to wind plants, PV plants and both in comparison. Best are a 

BESS co-located to a wind plant, or a BESS co-located to a combined wind and PV plant. If the BESS 

is only co-located to a PV plant, the IRR of the BESS is reduced by 1.9 percentage points because more 

disadvantageous RES+P electricity is traded. If the RES+P price increases, the connection with a PV 

plant could increase the IRR of the BESS. Additionally, less RES-P electricity can be traded at a discount 

than if the BESS is co-located to a wind plant. 

To operate a BESS in co-location with a wind and PV plant, no additional grid connection power is 

required, as demonstrated by the simulation results in Appendix 40 and Appendix 41. Instead, the BESS 

could be connected to the same MV transformer as RES, provided that the voltage levels of the RES 

and BESS inverters are identical. This setup offers the potential to reduce the power-dependent CAPEX 

of the BESS. 

If the BESS is connected to the transformer of the 85.7 MWp PV plant, the IRR of a 20 MW BESS 

remains unchanged (Appendix 40). Instead, the transformer’s operating time is optimally utili ed. 

When the BESS is connected to the transformer of a wind plant, the grid connection positively impacts 

the IRR of the BESS (Appendix 41). A detailed analysis shows that a grid limit leads to more inactive 

periods for the BESS, as it cannot be discharged during grid limits. However, this reduced number of 

cycles allows the BESS to operate at more favorable prices. The trading volume between RES and BESS 

are only influenced slightly when connected at the transformer of the wind plant. 

If the grid connection power of RES is lower than its nominal capacity, the BESS can significantly 

benefit from the excess electricity (Appendix 40 and Appendix 41), as RES sells this surplus energy to 

the BESS at a price of 0 € during these periods. 

It was proven that cross-market optimization optimizes profit. The more markets are used, the lower the 

risk of being dependent on the market prices of a single market. This can also be seen in simulations in 

which markets are deactivated: Without participation in the SR power markets, the IRR could fall by up 

to 3.7 percentage points, depending on cycle utilization. If the storage facility is only used on the 

Intraday market and for trading with RES, the IRR can be reduced by up to 17 percentage points. If only 

RES-P is to be used for charging the BESS and only INT+P for discharging, the IRR can be reduced by 

up to 19 percentage points. 

Comparison simulations were conducted, initially reducing the mean and subsequently the volatility of 

market price forecasts. Both a halving of the mean and a halving of volatility each result in 

approximately a halving of the IRR. The dependencies of the IRR indicated in Figure 33 to Figure 36 

remain largely unchanged. 

However, if the market price forecast fundamentally changes, which can be expressed by different 

assumptions of future market coupling effects (chapter 3.4.2), key parameters such as the optimal 
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BESS technology = LFP year commissioning = 2027 calculation period = 20 a 

replacement period = 10 a 

trading on all markets possible 

except RES+P. For power 

factor 1, SR ± P must be 

deactivated too. 

usable capacity = 30 MWh 

usable power = 30 MW grid limit = 164.9 MW RES+P price = 21.04 ct / kWh 

fees BESS = 0.11 ct / kWh discount rate = 2 % initial discount   5 4 k€ 

RES = Wind and PV 
energy dependent OPEX = 

0.273 € / MWh 
DOD = calculated by program 

target cycles per year = 1300 

results in simulated cycles per 

year = 668 

recovery time = 90 min 
recovery activation = after 2 full 

cycles 

no power limitation to increase 

efficiency 

self consumption wind and PV = 

each 57.8 kW 
self-discharge = 4 % / month 

penalty payments are considered 

20 % more expensive than 

without penalty 

prediction horizon = 8 values 
storage duration for PR 

participation = 1 h 

storage duration for SR power 

market participation = 1 h 

storage degradation costs = 

 .4   € / MW / cycle 

charge 2 % more than needed 

for safty 

losses between theoretical 

calculation and praxis = 20 % 

multiple planning limitation 

factor = 1.5 
residual value   3  € / kWh 

system RTE annual degradation 

= 0.2 % 

system RTE reduction = 26 

percentage points at SOC = 

100 % 

all market price vectors as 

developed in chapter 3 

vectors of activation 

propabilities, system RTE, 

CAPEX, OPEX and losses as 

developed in chapter 3, but 

fixed OPEX doubled. 

curtailments of GO as corrected 

in chapter 5.1 

wind and PV production data 

from WindPRO and PVSyst 

exports as time-dependent 

vector output 

 

Figure 37 Simulation Input Data for Main Simulation (own Figure) 

 

The financial results are presented in Figure 38, expressed through costs, revenues, and cash flow. The 

project's IRR amounts to 26 %, while the NPV is 32 M€. However, these values should be considered 

only as an orientation, as the financial outcome is strongly influenced by the numerous assumptions of 

input parameters. 
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A forecast simulation from literature determines the optimal IRR of a very similar RES and BESS 

project for a capacity of 10 MW with an optimal power factor. For the combined RES and BESS plants, 

the project IRR is stated as 15 % (Kyrimlidou et al., 2024:19). 

After appropriate scaling, Figure 38 shows a similar progression to Figure 32, as the same market price 

assumptions were used, despite the significantly higher usable capacity and power. 1 MW / 2 MWh 

were used in the baseline simulation in contrast to 30 MW / 30 MWh in the main simulation. One key 

difference lies in the considerably higher initial investment due to the increased capacity and power, 

despite the transformer costs saved. After 10 years, the capacity unit is replaced, which is reflected in 

the increased costs in 2037. Additionally, revenues differ due to 668 cycles executed per year in 

Figure 38 compared to 357 cycles in Figure 32. 

After accounting for efficiency losses, approximately 20 GWh per year are sold from the BESS. This 

result was validated based on the simulated annual cycle count and the usable capacity. 

 

Figure 38 Financial Result of Main Simulation (own Figure) 

 

The capacity degradation amounts to 38 %, and the power degradation is 1 % within 10 years, resulting 

in a nominal power of 30.3 MW and a nominal capacity of 48.6 MWh. These values were determined 

using the degradation algorithm from chapter 4.2.4 with the parameters 𝐷𝑂𝐷̅̅ ̅̅ ̅̅ = 27 % and 𝑆𝑂𝐶̅̅ ̅̅ ̅̅ = 53 %. 

For a BESS with a similar operational strategy than in the literature, a capacity degradation of 33.7 % 

was assumed under simplified linearization for a 10-year operational period (Kyrimlidou et al., 

2024:17). Consequently, the calculated capacity degradation appears plausible. 

The system RTE is 84 % initially and 85 % after the capacity unit replacement. In the literature, the 

system RTE is slightly higher at 88 % (Kyrimlidou et al., 2024:13). 

The market analysis in Figure 39 shows that the BESS remains inactive for about half of its operational 

time. Charging is primarily conducted by negative curtailments and the SR-E market, while discharging 

mainly occurs in the INT+P market and, to a lesser extent, by positive curtailments. Approximately 

18 % of the time, the system participates in the secondary reserve power markets SR+P and SR-P. 

Participation in the SR ± P market is not permitted for a 1-hour storage system. Downtime also accounts 

for a significant share of 5 %. Markets with minimal trading activity are SR+E, PR, and RES-P. 
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Since RES+P is economically unfavorable for the BESS under the current price assumptions and RES-P 

is used only to a negligible extent, the primary benefit of combining RES and BESS lies in reducing 

costs through a shared grid connection. If RES would be restricted to feeding in at nominal power, a 

substantial financial advantage arises when a BESS uses this excess power (Appendix 40). Furthermore, 

co-location with RES provides security against unfavorable market prices and increased taxes and fees, 

as these could be mitigated by avoided grid usage. 

Penalty payments and cooling times are also minimal. If penalties influence the BESS’s operation 

significantly, certain reserve power markets should be deactivated in the simulation, as the BESS can 

only restore its SOC after the 4-hour reserve power activation period. If cooling times take up a 

disproportionate share, the air conditioning system should be redesigned to optimize cooling parameters. 

 

Figure 39 Market Utilization of Main Simulation Result (own Figure) 

 

Figure 40 illustrates the BESS revenue distribution across different markets. The primary profit driver 

is electricity sales in the INT+P market. Charging is predominantly performed through the SR-E market, 

where the average charging price must be paid, as evidenced by the negative revenue. However, negative 

curtailments offer an opportunity to improve the IRR, as they generate a net positive revenue. 

Consequently, it is generally more advantageous to charge the BESS via CURTAIL- rather than through 

the SR-E market. However, the curtailment remuneration structures for BESS are still in the 

development phase, so the result may change in future. 

The average yield and the standard deviation were determined for the most frequently used markets 

INT+P and SR-E per 15-min timestamp. For a charging process on the INT+P market, the BESS 

generates an average revenue of 1,640 € with a standard deviation of 449 €. For a charging process on 

the SR-E market, the BESS pays an average of 682 € with a standard deviation of 433 €. 

A cross-market optimization study from 2021 and 2022 found that the BESS is mainly charged by the 

Day-Ahead market and discharged at the SR+E Market (Finhold et al., 2023:9-10). However, the 

Intraday market was not considered in that study. The estimated average daily revenue ranged between 

4,000 € and 14,000 € for a 10 MW BESS with almost infinite storage capacity (Finhold et al., 2023:9). 

In this work, the daily revenue is approximately 10,000 € for a 30 MW / 30 MWh BESS. Considering 

increasing future market competition, the simulated results are within a possible range.  
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Appendix 1 Activation of Reserve Power 

 

To stabilize a frequency deviation, reserve power is activated. PR is utilized within the first 15 min 

minutes of a frequency deviation, followed by SR, and subsequently TR for up to one hour. Finally, the 

frequency deviation is balanced by the balance responsible party through trading on the electricity 

markets (50hertz et al., 2024c). 

 

Appendix 2 Example Revenue of a BESS Using the Cross-Market Strategy 

 

The potential annualized revenue in k€ / MW of a 2-hour BESS with a maximum of 2 cycles per day, 

100 % DOD and 90 % system-RTE in Germany in 2024 is presented (Christian Schäfer, 2024). Different 

markets and market combinations were investigated. The maximum revenue is achieved through a 

combination of different markets (black graph). If trading were limited to a single market, such as the 

PR market (light blue graph), the revenue during the example period would be only half as high 

(Christian Schäfer, 2024). 
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Appendix 3 Intraday Market Volatility 

 

Trading on the Intraday market is conducted based on the pay-as-bid principle (Koch, 2021:409). In 

addition to the average price of the 15-minute auction, minima and maxima (green and purple graphs) 

are also observable. For example, on April 6, 2023, these could briefly deviate up to 883 % from the 

average (orange graph). This significantly increases the volatility of the Intraday market prices 

(Fraunhofer ISE, 2024). 

 

Appendix 4 Average Quarter-Hourly Intraday Market Prices Monthly Corrected 

 

After correction of the monthly variation of the Intraday market prices, all market prices are comparable 

with each other regardless of the month. The mean price per time of day can now be determined in 

quarter-hourly resolution in the unit €/MWh, which is shown in the diagram. These values would be 

approximately valid for the month of June, for example, as June in Appendix 6 has approximately the 

mean value of the balancing function. For all other months, the calculated time-dependent prices must 

be corrected using the monthly adjustment function from Appendix 6 (own Figure). 

 



V 

 

Appendix 5 Hourly Dependency of Volatilities of Intraday Market Prices 

 

The quarter-hourly volatilities are determined by formular (18) with g = 1. The means of the quarter-

hourly volatilities are expressed as a percentage relative to the mean of all volatilities. A value of 100 

% on the y-axis indicates that the quarter-hourly volatility does not differ from the daily mean. During 

the day, volatility is elevated, whereas at night, fewer deviations from the average price are expected. 

The jagged pattern is due to the hourly bids on the Day-Ahead market, which are balanced on the 

Intraday Market. As the Intraday market trades in 15-minute resolution, a maximum occurs every four 

values. (European Energy Exchange AG, 2024). 

 

Appendix 6 Monthly Dependency of Intraday Market Prices 

 

The Intraday market prices of various years are represented as monthly average prices in the form of 

blue dots. A sinusoidal fitting function with an amplitude of 18 % was determined. In April, the Intraday 

market price is lower than in September (European Energy Exchange AG, 2024). 
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Appendix 7 Long-term Development of Intraday Market Prices 

 

The Intraday market shows a sharp increase in the average price and volatility since October 2021. In 

2024, the market has already stabilized but is on a significantly higher price level than before 2021. 

Before 2021, the average price was around 35 € / MWh, currently at 70 € / MWh (European Energy 

Exchange AG, 2024). 

 

Appendix 8 Long-term Development of Activated PR-Power 

 

The negative activated PR power is shown in orange and the positive PR power in blue. This averages 

34 MW for both positive and negative PR but is highly volatile. From 2022 to 2024, the activated PR 

power decreased by around 9 % per year (50hertz et al., 2024b). 

 



VII 

 

Appendix 9 Long-term Development of Tendered and Activated SR Power 

 
 

The development of the positive and negative tendered power of SR is shown in dark blue and orange 

and that of the activated power in light blue and green. The activated power has remained largely 

constant historically. In July 2021, there were short-term sharp increases in the tendered powers, which 

could be due to the decommissioning of conventional power plants (Bundesnetzagentur, 2024e). From 

December 2022, the volatility in tendering powers increased significantly, which is due to the 

conversion of the European balancing energy market structure (Benjamin Blat Belmonte et al., 

2023:915). The activation probabilities of positive and negative SR have decreased by around 0.05 

percentage points per year during the analysis period (own Figure, data from: Bundesnetzagentur, 

2024b). 

 

Appendix 10 Long-term Development of SR Energy Prices 

 
 

The energy price development of positive SR in € / MWh is shown in blue and that of negative SR in 

orange. Prices have risen sharply since 2021, especially for positive SR. The volatility has increased 

significantly. The average prices for positive SR of 296 
€

𝑀𝑊ℎ
 in the years 2021 to 2022 are significantly 

higher than those of the Intraday market. The average price for negative SR is 62 
€

𝑀𝑊ℎ
. The operator of 

the BESS must pay money to charge the BESS at negative prices from SR (Bundesnetzagentur, 2024b). 
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Appendix 11 Long-term Development of SR Power Prices 

 
 

The development of the power prices of positive SR is shown in green and negative SR in red. Similar 

to PR, an increase in the average price and volatility can be seen from 2021 onwards. Positive and 

negative SR have undergone a very similar development since 2019. The price has leveled off at circa 

2,500 
€

𝑀𝑊 ∙ 𝑤𝑒𝑒𝑘
 , which is a significantly higher price level than between 2015 and 2019 (Christian 

Schäfer, 2024). 

 

Appendix 12 Influence of C-rate on Capacity Degradation of LFP Cells 

 

The influence of the C-rate on 𝛿𝑐𝑦𝑐 of LFP cells is shown. The number of cycles are plotted against 

percentage capacity losses. The C-rate significantly impacts 𝛿𝑐𝑦𝑐 for C-rates greater than 1, but since 

operations assume C-rates of ≤ 1, the effect of the C-rate on 𝛿𝑐𝑦𝑐 is neglected. This is shown by 

comparing the red curve to the black one (Sun et al., 2018:25697). 
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Appendix 13 Power Degradation of the BESS dependent on the Number of Cycles and 

DOD 

 

The power degradation of LFP in percentage relative to 𝑃𝑁 as a function of 𝐷𝑂𝐷̅̅ ̅̅ ̅̅  and the number of 

cycles at a temperature of 20 °C is illustrated. As the DOD increases, power degradation rises 

exponentially, whereas the increase in power degradation with a rising number of cycles is 

approximately linear (own Figure, values from: (Swierczynski et al., 2015:3457))  

 

Appendix 14 CAPEX Components for LFP in 2020 for Different Power and Capacity 

Layouts of the Battery 

 

The power- and capacity-dependent components of CAPEX for lithium battery storage systems are 

shown, using LFP BESS as an example for the year 2020. Batteries with varying capacities and power 

levels are analyzed regarding their percentage contribution to total CAPEX. The components are color-

coded below the graph, and their units indicate whether they are energy- or power-dependent cost 

components. Each component was calculated using the specific capacity- and power-dependent costs 

based on Formular (12). The absolute CAPEX for the systems under consideration vary significantly. 
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They were converted to euros using the formula (14). This results in 544 k€ for a 1 MW / 2 MWh storage 

system, 3.7 M€ for a 1 MW / 10 MWh storage system, 77.8 M€ for a 100 MW / 2 MWh storage system, 

and 323.5 M€ for a 100 MW / 10 MWh storage system. The cost components also vary: The costs of the 

storage block always account for the largest share. With increasing capacity or power installation for 

storage hours > 1, the proportion of power-related costs decreases (own Figure, based on: Mongird et 

al., 2020:87.f). 

 

Appendix 15 CAPEX Comparison of NMC and LFP Price Components in 2020 for 

Different Power and Capacity Layouts of the Battery 

 

NMC and LFP CAPEX are compared for different CAPEX components on the y-axis and different 

system sizes of installed capacity and power, shown in different colors. A positive percentage cost ratio 

indicates a cost advantage for NMC compared to LFP. It can be observed that only the capacity-

dependent CAPEX change slightly, with BOS and battery block costs showing the largest variation of 

up to 13 %. The capacity-dependent CAPEX of LFP are lower than NMC for each component except 

BOS costs. The power-dependent CAPEX are assumed to be technology-independent (own Figure, 

based on: Mongird et al., 2020:87.ff). 
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Appendix 16 Development of Maximum Power-Dependent Grid Fee for MV 

connection of BESS 

 

The development of maximum power-dependent grid fees in 
€

𝑘𝑊 ∙ 𝑎
 of BESS with medium-voltage 

connection is shown. ‘Maximum’ refers to a grid utilization factor of 1 according to Formula (15)(16). 

The grid fees from the published rate sheets of the grid operator Westnetz GmbH were investigated. 

Over the past 10 years, power-dependent grid fees have approximately doubled. Since 2019, there has 

been a strong increase in grid fees, attributed to grid expansion resulting from the integration of RES. 

The power-dependent grid fees differ only minimally between the possible voltage levels of the BESS 

grid connection (Westnetz GmbH, 2024a). In addition to medium voltage, high-voltage grid connections 

with transformation to medium voltage and high-voltage connection are also possible for BESS (own 

Figure, data source: (Westnetz GmbH, 2024a)). 

 

Appendix 17 Germanys Electricity Market Prices of Intraday and Day Ahead Market 

in April 2023 

 

The Day-Ahead and Intraday market prices in € / MWh are presented as continuous average prices for 

April 2023. Although the average prices of the Day-Ahead and Intraday auctions are approaching each 

other, greater volatility is noticeable in Intraday trading (Christian Schäfer, 2024)(Fraunhofer ISE, 

2024). 
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Appendix 18 Capacity Reserve PR Market Dependent on Storage Hours and SOC 

 

A BESS may participate in the PR market if it is operated in the yellow area of the diagram. Operation 

depends on the SOC and the storage hours (formular (13). For example, a symmetrically prequalified 

1 MW and 0.5 MW storage facility could only participate in the PR market with SOC = 50 % according 

to the diagram. However, there are other additional requirements for market participation that increase 

the minimum requirement for 𝑄𝑁. For example, the working capacity of a previous activation and the 

delayed effect of storage management measures are considered. This increases the minimum capacity 

for the 1 MW storage facility to 0.83 MWh (Tennet et al., 2022:64.ff). 

 

Appendix 19 Historical Negative Day-Ahead Market Price Periods in Germany 

 

The amount of negative electricity price periods on the German Day-Ahead market fluctuates annually, 

but has reached record levels in the past two years. The trend of negative electricity price periods is 

increasing (Statista, 2025). 
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Appendix 20 Forecast Battery Storage Installed Power in Germany 

 

The increase in installed power of battery storage systems is assumed to be approximately linear with 

an installation rate of around 13.2 GW per year. In 2045, the installed power of battery storage systems 

is expected to amount to 272 GW with a capacity of 544 GWh (Fraunhofer ISI et al., 2024:28). 

 

Appendix 21 Development of GO Curtailments for RES in Germany 

 

The development of curtailments in TWh by the grid operators for different types of RES over the years 

is shown. A significant increase is evident: over nine years, the curtailed energy volumes have increased 

approximately fivefold. While onshore wind energy curtailments have remained relatively stable over 

the past nine years, PV and offshore wind energy curtailments have shown a sharp increase in recent 

years (Agentur für Erneuerbare Energien, 2024). 
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Appendix 22 Forecast Operation of BESS in Germany in July 2045 

 

The projected electricity production and usage in Germany during a week in July 2045 is forecasted. 

Large production peaks occur at midday on cloudless days, necessitating renewable energy 

curtailments, indicated in grey. Significantly less curtailment is expected during winter 

(Connor Thelen et al., 2024:56). The forecast shows the operation of battery storage systems in 2045: 

on sunny days in summer, battery storage systems are expected to be charged in the morning or at noon 

and discharged in the evening. If the energy produced from renewable sources is low, battery storage 

systems will also be discharged during the day to cover the energy demand (Connor Thelen et al., 

2024:58). 
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Appendix 23 Forecast Germanys Electricity Generation for different Technologies 

 

Germanys electricity generation in TWh is forecasted for different technologies. GO curtailment 

volumes of 59 TWh could be possible in 2035, decreasing to 34 TWh by 2045 in a 100 % renewable 

energy system. However, the study highlights that with accelerated PV expansion, GO curtailments 

could reach up to 199 TWh annually by 2045 (Fraunhofer ISI et al., 2024:32), corresponding to 14 % 

of Germany's total electricity production. This demonstrates significant forecasting uncertainty. Given 

that GOs anticipate a PV capacity of 453 GW by 2045 (BDEW, 2023), it is assumed that curtailments 

of RES will far exceed 34 TWh in 2045 (Fraunhofer ISI et al., 2024:15). 

 

Appendix 24 Forecast of Energy-Dependent Grid Fees for MV Connection for BESS 

 

The historical development of energy-dependent grid fees in ct / kWh from GO Westnetz for MV 

connection are visualized in light blue. Forecast values for linear extrapolation are represented in red 

and dark blue. For installations commencing from 2030 onwards, all dark blue values are applicable, 
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whereas for installations before 2030, the red and dark blue values could be relevant, depending on the 

commissioning date. An exemption from ernergy-dependend grid fees for BESS applies for 20 years 

until commissioning before 2030. To incorporate the special regulation on the waiver of energy-

dependent grid fees, the projected energy-dependent grid fees for BESS are presented as an annual 

matrix in the Excel file. Rows in the Excel matrix denote the commissioning year, while columns 

represent the years post-commissioning. The values provided apply exclusively to MV connections. 

Compared to connections of higher voltage levels, energy-dependent grid fees average approximately 

25 % of those at medium voltage. High-voltage and high-voltage with transformation to medium voltage 

behave similarly. If MV connection is not used, users must adjust the values in the Excel matrix. For 

instance, in the case of a high-voltage connection, the simplest adjustment would be to multiply all 

values by a factor of 0.25 (Westnetz GmbH, 2024a). 

 

Appendix 25 Time-dependent Volatility Development of Primary Reserve Prices 

 

The deviations of the PR market prices from the mean value are shown in the form of volatility 𝐺 

according to formula (18) expressed in intervals on the x-axis. The factor 𝑔 of the formula (18) is 1. The 

volatility equals the interval numbers except the last interval. The last interval summarizes all 𝐺(𝑡) > 

22 and is indicated by the mean value 42. Based on historical data, the histograms of 𝐺 were created 

for the years 2021 in dark blue and 2022 in orange. The data was then extrapolated linearly by assuming 

the probability changes of the years 2021 and 2022 for each interval for a 5-year period. A stabilization 

of the market can be observed through an increase in lower 𝐺(𝑡) and a decrease in higher 𝐺(𝑡) (own 

Figure). 
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Appendix 26 Idling and Cycling Degradation of an NMC Cel 

 

The idling and cycling degradation per day (a) and per cycle (b) is illustrated for NMC battery cells. 

Degradation effects are dependent on temperature, SOC and DOD. Temperature has the most 

significant impact on both types of degradation, with sharp degradation increases at temperatures 

above 25 °C (Timur Sayfutdinov et al., 2020:3). 

 

Appendix 27 Forecast Primary Reserve Prices Example for Simulation 

 

The PR market forecasts for April 2025 and are shown in the diagram. The mean value increases from 

3.65 
€

𝑀𝑊 ∙ 0.25 ℎ
 in 2025 to 4.35 

€

𝑀𝑊 ∙ 0.25 ℎ
 in 2040.  The standard deviation decreases from 2.1 

€

𝑀𝑊 ∙ 0.25 ℎ
 

in 2025 to 1.8 
€

𝑀𝑊 ∙ 0.25 ℎ
 in 2040 (own Figure). 
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Appendix 28 Time-dependent Volatility Development of Intraday Prices with Increase 

of Arbitrage Participants 

 

Using the method of chapter 3.4.1, the volatility G was divided into different intervals for the analysis 

of the Intraday Market and extrapolated linearly for each interval. After normalization to 100 %, all 

volatilities G > 10 are reduced manually to show the increase in BESS market competition. A 

stabilization of the market can be seen due to the increase in probability of lower volatility intervals 

(own Figure). 
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Appendix 29 Historical Monthly Production Outages of German Wind- and PV-Plants 

 

 

The lower diagram shows monthly production outages in the unit % losses per wind speed corrected 

planned yield in the years 2021 to 2023 of 29 German wind plants. The upper diagram shows the same 

for 11 German PV plants with irradiation corrected planned yield. The adjustment of the planned yield 

is necessary because irradiation and wind speeds vary over time. PV plants show greater seasonal 

variability, with higher percentage outages in winter and spring due to maintenance and grid outages. 

For wind plants, technical defects are more common in late summer, but planned shutdowns show no 

clear monthly trend (own Figures). 
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Appendix 30 Forecast Outage Time Series of RES and BESS for Simulation 

 

 

 

The three figures show predicted production outages in % of total production without curtailments in 

Germany for RES and BESS in 2025. For the BESS, 5 % of the theoretical annual production is 

considered as a total outage. For wind and PV, the outage time series are based on historical analysis 

of Appendix 29 (own Figures). 
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Appendix 31 Forecast Monthly Distribution of GO Curtailments in Germany in 2045 

 

The forecast of monthly distribution of GO curtailments in the unit monthly curtailed energy per yearly 

curtailed energy in Germany in 2045 is shown (own Figure, based on: Fraunhofer ISI et al., 2024:16). 

 

Appendix 32 Maps of Positive and Negative Redispatch Energy in Germany in 2021 

 

The maps indicate positive and negative Redispatch energy in GWh of transmission grid operators in 

Germany in 2021. While negative Redispatch measures are generally more probable in the north of 

Germany, positive Redispatch measures are more probable in the south. The maps are only an indicator 

of the real Redispatch measures at the specific location of the plant (Marie Wettingfeld et al., 2023:11). 
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Appendix 33 Prognosis of PR Tendered Power in Germany - Example Periods 

 

An example of tendered PR power in MW in April of three years 2025, 2030 and 2040, with a 15-minute 

resolution is shown. The standard deviation decreases from 42 MW in 2025 to 35 MW in 2040 (own 

Figure). 

 

Appendix 34 Examples for Power-dependent OPEX Stored in the Program 

 

The diagram shows examples of LFP and NMC BESS of different installed capacity and power for 

power-dependent OPEX in 
€

𝑘𝑊 ∙ 𝑎
 stored in the program, depending on time. The difference between LFP 

and NMC is very small (own Figure). 
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Appendix 35 Time-dependent Volatility Development of Activated PR Power 

 

The Diagram shows the time-dependent volatility development of activated PR positive and negative 

power considering formular (18) with g = 418. Values outside the scale were aggregated with G = 43 

on average (own Figure). 

 

Appendix 36 Formulars for calculation of NPV and IRR 

The NPV in the unit € describes the current value of the future cash-flows (Dr. Balaram Bora, 2015:63): 

𝑁𝑃𝑉 = ∑
𝐶𝑡

(1 + 𝑘)𝑡
− 𝐶0

𝑛

𝑡=1

 (41) 

The variable 𝑡 indicates the number of years, 𝑛 stands for the last year, 𝑘 describes the discount factor 

and 𝐶 equals the cash-flows. 𝐶0 is the initial investment. For the IRR calculation, 𝑁𝑃𝑉 in formular (41) 

is set to 0 and the formal will be solved for 𝑘 = 𝐼𝑅𝑅 (Dr. Balaram Bora, 2015:63). To reduce 

programming effort, the initial investment is offset against operating year 1. 

 

Appendix 37 Starting the Simulation via Program Environment 

 

To start the program as a developer, for example, for sensitivity analysis, the main function in 'main.py' 

must be modified by commenting out the main program execution ('start_main_program', red cycled) 

and uncommenting other user-defined functions cycled in yellow and blue. The uncommented function 

‘optimum_IRR_cycles_predict()’ outputs a matrix of multiple simulation results, dependent on the 

annual cycles and the prediction horizon of the simulation. The input variables are defined in the 

function ‘gra.fast_init()’ (own Figure). 



XXIV 

 

Appendix 38 Histogram Analysis of Volatility Development of PR Prices with 

Increase of Arbitrage Participants 

 

The histogram analysis of Appendix 25 of Primary Reserve market price volatilities is corrected by the 

expected strong increase in BESS and other arbitrage-model participants in the future. This influence 

cannot be derived from historical trends. These participants would exploit price peaks in the PR market 

or shift to other markets, thereby reducing the likelihood of extreme volatility. From 2030 onwards, the 

probability of volatility levels G > 10 (
€

𝑀𝑊
)

2
 is manually reduced. Larger volatilities are adjusted by a 

greater factor than smaller ones, resulting in the modified probabilities shown in the Diagram (own 

Figure). 

 

Appendix 39 BESS in Combination with Wind, PV or Wind and PV Plant 

 

The diagram indicates the IRR dependent on the renewable technology and the cycles per year. In a 

simulation with activated power supply of RES, a BESS can achieve the highest IRRs with a co-located 

wind plant and combined wind- and PV plant (red and blue graph). If the BESS is only co-located to a 

PV plant, the IRR of the BESS decreases by 1.9 percentage points. This is because of a more 

disadvantageous RES+P price in comparison to the average price, the BESS sells its energy on the 

arbitrage markets (own Figure). 
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Appendix 40 Influence of Grid Limit and Cycles per Year on the IRR of BESS and PV 

Plant Connected at the Same Transformer 

 

The diagram shows the IRR in % dependent on the simulated cycles per year and the grid limit. It is 

assumed that the 85.7 MW PV plant and the BESS are connected to the same transformer. For 

dimensioning, the question arises whether the transformer needs to be enlarged. The diagram negates 

this question for a 20 MW / 20 MWh BESS, as the IRR remains unchanged if the storage system is 

connected to the 85.7 MW transformer which is dimensioned for the PV plant only. This is shown by the 

green graph which is behind the purple one. A feed-in limit that is lower than the nominal power of the 

PV plant has a beneficial effect on the IRR of the BESS, because the PV plant sells the electricity to the 

BESS at 0 € when its nominal power is exceeded (own Figure). 

 

Appendix 41 Influence of Grid Limit and Cycles per Year on the IRR of BESS and 

Wind Plant Connected at the Same Transformer 
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The IRR in % is plotted dependent on the simulated cycles per year and the grid limit. It is assumed that 

the 79.2 MW wind plant and the BESS are connected to the same transformer. For dimensioning, the 

question arises whether the transformer needs to be enlarged. Because of the difference between the 

dark and light blue graph, a reduced transformer power influences the IRR of the BESS positively. If 

the transformer’s nominal power is lower than that of the wind plant, the BESS can benefit significantly 

because the wind plant sells the electricity to the BESS for 0 
€

𝑀𝑊ℎ
 when the transformer’s nominal power 

is exceeded (own Figure). 

 

Appendix 42 Production Outages of Wind and PV Plants 

 

Outages of PV and wind plants can be divided into the categories Technical Outages, Planned Outages, 

Other Outages and Curtailments. The GO can curtail to stabilize the grid. The DM curtails in cases of 

avoiding negative prices or if the electricity could not be sold on the market. A more detailed explanation 

of the individual categories is contained in chapter 2.6 (own Figure). 
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The development of volatility is analyzed using histograms, as shown in Appendix 25. The results 

indicate market stabilization through a reduction in extreme prices and an increase in lower volatility 

levels near the mean value. 

However, the forecast must be adjusted due to the expected strong increase in BESS and other arbitrage 

participants in the future. This influence cannot be derived from historical trends. These participants 

would exploit price peaks in the PR market or shift to other markets, thereby reducing the likelihood of 

extreme volatility. 

From 2030 onwards, the probability of volatility levels G > 10 (
€

𝑀𝑊
)

2
 is manually reduced. Larger 

volatilities are adjusted by a greater factor than smaller ones, resulting in the modified probabilities 

shown in Appendix 38. 
 

The time series of the projected PR prices must maintain the same price for 16 quarter-hour periods, as 

this corresponds to the market’s bid duration (Figure 12). Additionally, positive and negative volatilities 

are symmetrically distributed around the mean value. However, a minimum price of 0.63 
€

𝑀𝑊 ∙ 𝑤𝑒𝑒𝑘
 is 

imposed, as this threshold has not been historically undershot. 

Appendix 27 presents projected price development examples of the PR Market. Although the mean price 

has increased slightly and volatility has significantly decreased, the example months of 2025 and 2040 

show only minor price differences. 

 

In the analysis of SR, unlike PR, four different markets are considered. A distinction is made between 

power and energy prices, as well as different auctions for positive and negative SR (Appendix 9).  

The activation probability in the SR market is even lower than in the PR market, historically averaging 

1.23 % for both positive and negative SR (Appendix 9). Since a low activation probability results in low 

cycle utilization, the SR power market is highly suitable for BESS because low cycle utilization leads to 

less degradation of the BESS. 

The approach to determine activation probabilities and prices follows the same methodology as for PR, 

separately to the four markets. The activation probabilities for negative and positive SR are analyzed 

separately. 

Historical data analysis indicates a declining activation probability for SR (Appendix 9). For the coming 

years, it is assumed that the average activation probability of positive and negative SR will decrease 

linearly until 2035 and remain constant thereafter.  

For the analysis of the SR activation probability, raw tendered and activation power data is converted 

into activation probabilities using formula (20) and then evaluated for historical trends in mean values 

and volatility changes. 

Since the activation duration of SR is approximately 45 minutes according to Appendix 1, the probability 

means of three consecutive timestamps are calculated, and activation is applied for 45 minutes if the 

randomization algorithm determines SR activation. The result is an average probability of 0.87 % for 

positive SR and 0.96 % for negative SR over the period from 2025 to 2050. 
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The price development of the SR power market in recent years is comparable to that of the PR market 

(Appendix 11). The same average power price is assumed for both positive and negative SR, as their 

trends have been very similar. 

The mean value and volatility of SR power prices have increased significantly in recent years 

(Appendix 11). Between 2020 and 2023, the mean value has increased elevenfold. Since such a steep 

increase is not expected in the future, data analysis begins in April 2021, when the price increase was 

significantly lower. The mean power price is set at 3000 
€

𝑀𝑊 ∙ 𝑤𝑒𝑒𝑘
 for both positive and negative SR, as 

in the PR market. The minimum price of SR power is set at 0.08 
€

𝑀𝑊 ∙ 𝑤𝑒𝑒𝑘
 , corresponding to the 

historically lowest value. 

No time-of-day dependent probabilities were considered in the forecast. Due to the constant price within 

the 4-hour period, time-of-day effects are negligible. 

Data analysis of SR energy prices starts in November 2021, when an increase in the price level becomes 

evident. Since 2021, SR energy prices have risen significantly, particularly for positive SR 

(Appendix 10). Positive and negative prices must be analyzed separately. The volatility of negative SR 

prices has increased considerably. As with the SR power prices, no clear time-of-day dependency for 

SR energy prices can be observed. A slight overall reduction in energy prices is observed for both 

positive and negative SR. 

As BESS participation in the SR market increases while a reduction of CAPEX is expected, a long-term 

reduction in energy SR prices is anticipated. For positive SR positive energy, a linear reduction of the 

mean price from 26 
𝑐𝑡

𝑘𝑊ℎ
  to 14 

𝑐𝑡

𝑘𝑊ℎ
 is extrapolated based on historical trends, after which it remains 

constant (Appendix 10). The price for negative SR energy has historically varied between 4 to 6 
𝑐𝑡

𝑘𝑊ℎ
 

(Appendix 10), so the future mean value is set at a constant 4 
𝑐𝑡

𝑘𝑊ℎ
 for the calculation period. 

As with PR, SR volatility forecasts are derived from histogram evaluations. Large volatilities are 

manually reduced because of anticipated BESS market competition.  

Due to similar power prices, lower activation probabilities which lead to lower degradation, and an 

additional energy price, SR is on average more attractive than PR for BESS. 

 

The Intraday market also exhibits a significant increase in average price and a sharp rise in volatility 

from October 2021 onward (Appendix 7). Therefore, data analysis is conducted only after price 

stabilization in 2023. 

For future projections, as assumed for reserve market prices, the average price level is expected to be 

slightly higher than before the price surge in 2021. The average price is assumed to be 8.6 
𝑐𝑡

𝑘𝑊ℎ
 . In 

contrast to reserve markets, the Intraday market shows a time-of-day dependent price development 

(Figure 13) and monthly dependency (Appendix 6). Consequently, the price forecasting methodology is 

adjusted. 

The mean price function of the Intraday market consists of the average price, a four-year price variation 

like in the PR and SR markets, a monthly price variation and a price variation dependent on the time of 

day. 

To implement the monthly dependency, a sinusoidal function with an amplitude of 0.18, an offset of 1, 

and a period of one year is created (Appendix 6). 
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The hourly analysis shows peak prices in the morning and evening due to increased consumption 

(Figure 13). Low prices occur around midday due to increased PV production and at night due to low 

consumption. 

To analyze time-of-day fluctuations, all prices within the analysis period are plotted against the time of 

day. The time of day is represented in 15-minute intervals to maintain original resolution. To ensure 

comparability across different months, all prices are adjusted using the curve fitting function from 

Appendix 6. 

Three example days in April are analyzed at 00:15. The prices are 12 
𝑐𝑡

𝑘𝑊ℎ
 , 9 

𝑐𝑡

𝑘𝑊ℎ
 , and 10 

𝑐𝑡

𝑘𝑊ℎ
 . Since 

April exhibits prices that are 18 % lower than the annual average (Appendix 6), the example prices are 

increased by 18 % to 14.16 
𝑐𝑡

𝑘𝑊ℎ
 , 10.62 

𝑐𝑡

𝑘𝑊ℎ
 , and 11.8 

𝑐𝑡

𝑘𝑊ℎ
 . 

From the comparable prices in the matrix of individual days across different times, the average price 

per time slot is determined (Appendix 4). For the example days, the mean price at 00:15 is calculated 

as 12.19 
𝑐𝑡

𝑘𝑊ℎ
 . This procedure is repeated for each 15-minute time slot using all available values from 

the analysis period. 

The mean price function is generated by multiplying the constant price of 8.6 
𝑐𝑡

𝑘𝑊ℎ
 with the sinusoidal 

function of four-year price variations and the monthly price variation (Appendix 6). Subsequently, the 

values are corrected according to the time of day (Appendix 4). 

For volatility forecasting, the squared deviations of historical values from target mean values are 

calculated. The target mean values are determined by adjusting the time-dependent values from 

Appendix 4 with the monthly variation from Appendix 6. 

The objective is to determine how volatilities will evolve in the future. Volatilities are forecasted using 

the standard approach from chapter 3.4.1, including a manual correction to account for the effects of 

increasing BESS market competition. The results are presented in Appendix 28. 

A random function calculates forecast volatilities based on newly derived probabilities of volatility 

intervals. These probabilities change every five years until 2040. 

The separate forecasts of the mean price function and volatilities are combined into price forecasts 

using Formula (18). Appendix 45 shows the result. Monthly and four-year price variations, as well as a 

decline in extreme volatility, are observed. 

 

Appendix 45 Intraday Price Prognosis 

 

The Intraday Price Prognosis is shown which is used for the simulation program. Monthly and four-

year price variations, as well as a decline in extreme volatility, are observed (own Figure). 






