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Abstract 

Background: The physical and psychological changes, as well as events associated with the 

perinatal period, can have a very distressing impact on maternal mental health. About 20% of 

women experience a mental health problem during the perinatal period, and this remains a 

global public health problem. Due to the limitations of traditional in-person care, attention has 

recently shifted to digital methods for more innovative approaches to addressing mental health-

related issues. Growing research interest is now towards the use of AI-based conversational 

agents within the digital mental health field. This thesis thus aimed to highlight how AI-based 

conversational agents developed for the perinatal context support maternal mental health during 

the perinatal period. 

Methods: This scoping review was conducted, guided by the framework of Arksey and 

O’Malley, the JBI scoping review recommendations, and the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR). A 

search was performed across seven electronic databases (MEDLINE, CINAHL, ACM Digital 

Library, Cochrane Central, IEEE Xplore, Scopus, and ScienceDirect), as well as an additional 

search in Google Scholar. Primary studies of different study designs published between 2014 

and 2024 in English were included during the search. 

Results: A total of six studies were included in this review, and data was extracted. The studies 

were mostly conducted in HICs (n = 4). The mental health condition that was most addressed 

was depression and depressive symptoms (n = 5). Narrative synthesis presented the basic shared 

functionalities of AI-based conversational agents used in the perinatal mental health context, 

with other unique features being specific to their intervention target. Thematic analysis 

identified five themes as facilitators and four themes as barriers. Digital benefits stood as the 

dominant facilitator, while Technological challenges were the dominant barrier to engagement 

with these agents among perinatal women. 

Conclusion: Interaction with AI-based conversational agents during the perinatal period has a 

positive impact on maternal mental health. Continued engagement with these agents and with 

the features of their associated platforms also provides support in other aspects of maternal 

well-being. To increase the generalisability of findings, and enhance engagement among 

perinatal women, future studies should prioritise higher methodological designs and the use of 

more advanced-level NLP techniques in developing these conversational agents. 

Keywords: Maternal mental health, Artificial Intelligence, Conversational agents, Chatbots, 

Scoping review 
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1. Introduction 

Maternal mental health issues are a major public health problem globally (Dadi et al., 2020; 

Kathree et al., 2014; Roddy Mitchell et al., 2023). They now require more innovative 

intervention strategies in addressing them. Problems associated with maternal mental health 

affect 10% of pregnant women and 13% of post-partum mothers, with higher prevalence rates, 

15.6% and 19.8%, occurring in developing countries (WHO, 2019). Although there have been 

efforts to mitigate the mental health challenges associated with the pre- and post-partum period 

through traditional in-person care and various interventions, challenges such as accessibility 

and associated stigma on mental health issues still pose a barrier. This has resulted in the need 

to prioritise real-time support through digital health interventions. Significant technological 

advancements in digital health have now led to the integration of Artificial Intelligence (AI) in 

the mental health space (D’Alfonso, 2020) and its application as AI-based conversational agents 

for specific causes and populations (Greer et al., 2019; Oh et al., 2021). However, little is known 

about their application for the pregnant and postpartum population and their role in supporting 

them. This thesis explores current information on the role of artificial intelligence-based 

conversational agents in supporting maternal mental health during the perinatal period. This 

study focuses on maternal mental health within the perinatal period, as this is the time with the 

most significant impact on maternal mental health. The following sections of this chapter 

provide background information on the study, aim and significance. 

 

1.1 Mental Health In The Perinatal Period 

Mental health during the perinatal period refers to the maternal mental health problems 

associated with this time, and how they impact not only the woman but also have broader 

implications for the family and society at large.  

The heightened state of physical, emotional and social vulnerability during the pregnancy 

period until the first year after birth, also known as the perinatal period, increases the woman’s 

susceptibility to poor mental health and well-being. Almost 1 in 5 women will experience a 

mental health condition during pregnancy or in the year after birth (World Health Organisation, 

2022). The most recurring expressions of mental health-related problems in pregnant and post-

partum women are depression and anxiety. Experiences of depression range from mild to 

moderate to severe, and anxiety and its related disorders are reported as: generalised anxiety 

disorder, social anxiety disorder, posttraumatic stress disorder, obsessive-compulsive disorder, 
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panic disorder, and adjustment disorder (Awini et al., 2023; Banti et al., 2011; Roddy Mitchell 

et al., 2023). Aside from depression and anxiety, mental health-related problems in the perinatal 

period also express as intrusive thoughts and mania, substance use disorder, eating disorder, 

bipolar disorder, low mood, poor self-care, increased likelihood for smoking and alcohol usage, 

sleep disturbances, suicidal ideation and self-harm (Healey et al., 2013; Howard et al., 2014; 

Legazpi et al., 2022). World Health Organisation (2022) states that 20% of women who have 

perinatal mental health conditions will also have suicidal thoughts and engage in acts of self-

harm. Self-harm has been reported to be a major risk factor for suicide within the perinatal 

period and a leading cause of maternal mortality (Johannsen et al., 2020). Other life-threatening 

conditions reportedly associated with mental health-related problems in the perinatal period are 

pre-eclampsia, diabetes and an increased risk of cardiovascular and autoimmune diseases 

(Bränn et al., 2024).  

Despite the positive anticipation of motherhood, the mental health challenges associated with 

the perinatal period significantly impact not only the woman but also the mother-infant 

relationship, the mental health of the father (Staneva et al., 2015; Nath et al., 2019; Wee et al., 

2011) and further has economic implications for society. For example, the high cost burden in 

the United Kingdom, particularly to health and social care, was estimated to be £75,728 and 

£34,840 per woman lifetime for perinatal depression and anxiety, respectively, with an 

aggregate cost of £6.6 billion for the country (Bauer et al., 2016). 

Long-term adverse effects have also been reported as an increased risk of death in women with 

post-partum depression compared to those who did not have it, and also an increased risk of 

cancer-specific mortality after perinatal depression as far as 18 years post-diagnosis (Hagatulah 

et al., 2024). Adverse consequences of maternal mental health-related problems during the 

perinatal period, persisting in the long term, are not only specific to the mother but also extend 

to the child well into childhood and adolescence and are usually expressed as emotional and 

behavioural problems (Korhonen et al., 2012; Leis et al., 2014). These adverse outcomes 

underscore the need for adequate support during the perinatal period, particularly in the early 

stages of pregnancy. 

 

1.1.1 Social Support and Health Interventions 

Social support during the perinatal period is crucial for optimum maternal well-being and 

health-related quality of life (Webster et al., 2011). Significant associations between depression, 





4 

 

Although studies have reported positive associations between these interventions and fewer 

depressive and anxiety symptoms, improved physical health, better sleep quality and mood, 

there are still limitations to their impact. Conflicting evidence on the benefits of 

pharmacotherapy as well as the unavailability and inaccessibility of non-pharmacological 

interventions by care systems, particularly in low- and middle-income countries, limit 

intervention efforts to mitigate maternal mental health-related conditions (Almeida et al., 2016; 

Palmsten et al., 2013; Sambrook Smith et al., 2019; Roddy Mitchell et al., 2023). These 

drawbacks, as well as increased recognition of the critical role of mental health in maternal and 

child well-being, resulted in the prioritisation of perinatal mental health services worldwide.  

 

1.2 Maternal Mental Health Services 

In 2022, the WHO launched a guide for integrating perinatal mental health in maternal and 

child health services (World Health Organisation, 2022), offering high-quality information to 

aid mental health services in identifying perinatal mental health symptoms and appropriately 

responding. The global prioritisation efforts, therefore, led to progress in maternal mental health 

services both in HICs and LMICs.  

High-income countries (HICs) integrated mental health support into maternal healthcare 

systems, with evidence-based interventions like routine depression screening and digital mental 

health services being implemented to support mothers during the perinatal period. While in 

low- and middle-income countries (LMICs), task-shifting approaches and community-based 

interventions have demonstrated potential for improving mental health outcomes despite 

resource limitations (Oladeji et al., 2024; Wilson et al., 2024).  

Despite the progress, significant challenges in accessing perinatal mental health services 

remain. In HICs, even in nations with strong healthcare systems, financial costs remain a barrier 

for uninsured people or those whose insurance does not cover mental health adequately. Other 

persisting barriers include geographic inaccessibility, systemic inequities faced by racial and 

ethnic minority populations and language barriers (Wilson et al., 2024). In LMICs, the situation 

is more challenging. Limited availability of mental health professionals, inadequate training for 

primary healthcare providers, and the absence of integrated mental health services in maternity 

care facilities create a significant gap in care (Baron et al., 2016). Resource constraints also 

limit the availability of adequate infrastructure. Socioeconomic factors, including poverty and 
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transportation barriers, further exacerbate access issues, while cultural misconceptions about 

mental illness and gender dynamics inhibit help-seeking behaviours. 

Another dominant challenge in both HICS and LMICs is the issue of stigma. In HICs, the stigma 

around mental illness continues to discourage mothers from seeking support, particularly in 

cultures where maternal self-sacrifice is idealised and emotional vulnerability is stigmatised 

(Iturralde et al., 2021). In LICs, misinformation and cultural beliefs about mental illness 

frequently contribute to stigma, further marginalising affected women. These existing 

limitations in mental health services and the prevailing socio-cultural barriers, therefore, require 

a different approach to addressing maternal mental health-related conditions. 

 

1.3 Digital Mental Health Interventions 

The global surge in mental health crises in recent years and existing barriers to accessing 

psychological help in most healthcare services have led to the consideration of technological 

innovations and solutions to address the magnitude of the crises. With the eruption of digital 

technology systems, research groups have now been driven to focus on how technology might 

be used to provide self-guided psychological interventions to individuals with mental health 

issues. Digital technologies, therefore, offered the potential to increase service efficiency and 

costs, treatment access, collaborative decision-making, and the availability of reliable data to 

help clinicians make treatment decisions (Bucci et al., 2019). These platforms also enable 

people to self-monitor and self-manage in ways that face-to-face and paper-based evaluation 

approaches did not previously allow. 

Digital mental health interventions have recently become popular as they have become a way 

to address accessibility to traditional in-person care (Anthes, 2016; Schueller et al., 2019). The 

utilisation of telehealth and mobile mental health services became pertinent during the COVID-

19 pandemic and its resultant effect on mental health globally. Increased rates of psychological 

distress and mental health-related problems reported by countries necessitated the need to 

support the mental health of people in real-time (Strudwick et al., 2021; Andino et al., 2024). 

Some digital solutions primarily provide psychoeducation regarding challenges, offering 

individuals accessible, structured, and interactive information that helps them cope with 

difficult situations (Ben-Zeev et al., 2013, 2014). For instance, people who have utilised mobile 

mental health apps were reportedly attracted to the '24/7' availability of support via mobile 
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technology (Carpenter-Song et al., 2020), further reiterating the importance of support, 

particularly informational, instrumental and appraisal dimensions of support.  

Before delving further into the current advancements in digital mental health interventions, it 

is essential to highlight the importance of understanding key frameworks that can explain how 

individuals interact with, sustain their use of, and perceive the benefits and support received 

through health interventions. One fundamental way this can be understood is in the conceptual 

use of behavioural theories.  

 

1.3.1 Health Behaviour Theories and Digital Mental Health Interventions 

Interaction with digital mental health interventions can also be shaped by the dynamic interplay 

between individual cognitive factors and the social environments in which users engage with 

these technologies. Different theories of behaviour have been established over time, and 

although prominent ones like the Health Belief Model, Theory of Planned Behaviour and the 

Transtheoretical Model have been used to explain how individuals perceive health risks, assess 

the advantages of intervention and make decisions about preventive or therapeutic action, the 

theory that offers a sound conceptual basis for explaining the behavioural dynamics influencing 

the interaction with digital mental health interventions is one of the theories at the interpersonal 

level of influence, Social Cognitive Theory.  

Developed by Bandura (1986), the Social Cognitive Theory explains a dynamic, ongoing 

process in which personal factors, environmental factors, and human behaviour exert influence 

upon each other (Ganz & Rimer, 2005). This theory includes constructs that, viewed in the 

context of digital mental health interventions, provide an important conceptual framework for 

design and application. The following paragraph explains the constructs of the SCT in the 

context of digital health interventions. 

One core construct central to SCT is self-efficacy. It refers to an individual's belief in their 

ability to execute behaviours necessary to produce specific outcomes (Bandura, 1977). Digital 

mental health interventions that include goal setting, personalised feedback, or interactive skills 

training activities aim to increase users' self-efficacy, thus promoting continued use and evoking 

behavioural change. Outcome expectations, another core construct, refer to beliefs about the 

anticipated effects of a behaviour. Digital mental health applications typically focus on expected 

benefits, such as stress reduction or improved mood, through psychoeducational content and 
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supportive statements, which would therefore drive positive outcome expectancies that 

facilitate engagement and use. Observational learning, another construct, is the acquisition of 

behaviours through observing models, and is also exhibited in digital mental health 

interventions through simulated dialogues and reinforcement tools like motivational messages 

and symptom reduction feedback, offering users the opportunity to learn adaptive behaviours. 

Reinforcement mechanisms, like progress tracking and automated supportive messages, are 

often integrated to encourage repeated engagement and reinforce positive behaviour (Baumel 

et al., 2019).  

Lastly, the construct of Reciprocal Determinism, which describes the interactions between 

behaviour, personal factors, and environmental factors, and their simultaneous influence on 

each other, guides the adaptive design of digital interventions based on real-time user feedback, 

helping to modify the content to support behavioural persistence. Therefore, social cognitive 

theory, as a conceptual basis for digital mental health interventions, provides a valuable 

explanation of the benefits of these interventions in improving emotional and mental health, 

facilitating sustainable behavioural change and providing meaningful support. Having 

established the benefit of this theory as a conceptual guide for understanding how users engage 

with these interventions and the resulting psychological outcomes, the current landscape and 

advancements in technology that reveal the study gap necessitating this study are discussed in 

the subsequent sections of this chapter. 

 

1.4 Application of AI-Based Conversational Agents in Mental Health 

 Artificial Intelligence (AI) generally refers to a set of systems and computing methods that 

enable machines to perform tasks typically requiring human intelligence, such as learning, 

reasoning, and problem-solving (Wang & Preininger, 2019). A key branch of AI, known as 

Natural Language Processing (NLP), applies Machine Learning and deep learning techniques 

to understand and generate human language-driven capabilities such as speech recognition, 

automated translations, and intelligent chatbots. One prominent utilisation of AI within the 

digital mental health space is through the use of conversational agents, usually referred to as 

“chatbots”. Chatbots evolved in the mid-2000s from the earlier models into more dynamic 

models and began to be integrated into web services and e-commerce platforms. This then 

paved the way for modern intelligent assistants, which are a sort of personal virtual assistants 

of intelligent voice, also known as Voicebot and were incorporated into mobile devices, 
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computers and smart speakers like Apple’s Siri, Google’s Google Assistant, Microsoft’s 

Cortana and Amazon’s Alexa (Adamopoulou & Moussiades, 2020; Mariciuc, 2022). Now, with 

the use of deep learning and NLP for more advanced conversational tasks, chatbots have 

become more dynamic, contextually aware and human-like conversational agents.  

AI-based conversational agents have been explored in behavioural health, reproductive health 

education, and for specific populations (Oh et al., 2021; Maeda et al., 2020; Greer et al., 2019). 

They are now being applied as digital mental health interventions in the digital mental health 

space and have emerged as innovative tools that can deliver scalable, accessible, and 

personalised mental health interventions. AI-based conversational agents integrated into digital 

mental health interventions have been explored for conditions like anxiety, depression and 

substance use (D’Alfonso, 2020; Ahmed et al., 2021; Wibhowo & Sanjaya, 2021). They are 

typically task-oriented and function in content delivery and symptom management. They also 

offer psychoeducation, cognitive-behavioural therapy (CBT), and emotional support in a 24/7 

format, thus addressing barriers to mental health care.  

Mental health-related apps with conversational agents or chatbot features have become 

increasingly popular and are available on both the iOS and Android app stores, with some apps 

on the Android store achieving at least 1 million downloads (Martinengo et al., 2022). Users 

and research participants who have engaged with mental health AI-based conversational agents 

have found them trustworthy and especially useful in supporting mental health management. 

Users have also described the personality of conversational agents as “coach-like”, 

characterised by being encouraging, nurturing and motivating (Car et al., 2020).  

 

1.5 Justification 

Despite the increasing application of AI-based conversational agents in the field of mental 

health, little is known about their usage in the context of maternal mental health. The perinatal 

period is a life-changing period for pregnant and postpartum women, and the limited research 

focusing specifically on the use of AI-based conversational agents as digital interventions for 

maternal mental health necessitates a comprehensive synthesis of current evidence to justify 

their role in supporting the perinatal population. As AI-based conversational agents are 

accessible and can go beyond the reach of the limited availability of mental health care 

providers, being able to provide timely information, care, and support for mental health-related 
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conditions to women during the perinatal period, it is crucial to explore them as an intervention 

option. 

Hence, in line with this existing gap and also to promote digital interventions that support 

maternal mental health and prevent mental health-related conditions and disorders for pregnant 

and postpartum women, this study seeks to explore the role of AI-based conversational agents 

as digital mental health interventions in supporting maternal mental health within the perinatal 

period. Recent reviews have been carried out on digital mental health interventions for perinatal 

mental health and other AI-related interventions (Hanach et al., 2021; Kwok et al., 2024), but 

to the best of the researcher's knowledge, no review has focused on the role that AI-based 

conversational agents play in maternal mental health support during the perinatal period. 

By exploring this topic, this study aims to present an evidence-based opportunity to address the 

public health crisis of maternal mental health, thereby informing future research, clinical 

application, and policy development. Furthermore, this goal aligns with the World Health 

Organisation's Mental Health Action Plan, which emphasises the need to integrate digital tools 

into mental health care delivery to improve accessibility and outcomes globally (World Health 

Organisation, 2021).  

 

1.5.1 Contribution to the Sustainable Development Goals 

This study makes a significant contribution to achieving the United Nations' Sustainable 

Development Goals. (SDG), particularly to SDG 3 (Good Health and Well-being) and its related 

targets. Its other noteworthy contributions are to SDG 5 (Gender Equality) and SDG 10 

(Reduced Inequalities). Investigating the role of AI-based conversational agents (CAs) as a 

digital mental health intervention for maternal mental health is crucial in addressing critical 

targets within these goals, some of which are highlighted in the following paragraphs. 

 

Figure 2: SDGs supported by the utilisation of AI-based Conversational Agents. SDG icons from United 

Nations. (n.d). THE 17 GOALS | Sustainable Development [Infographic]. https://sdgs.un.org/goals 
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SDG 3 (Good Health and Well-being): Target 3.1 of this goal aims to reduce the global maternal 

mortality ratio to less than 70 per 100,000 live births by 2030. Target 3.4 aims to reduce 

premature mortality from non-communicable diseases by one-third through prevention and 

treatment, and to promote mental health and well-being. Maternal mental health conditions are 

a leading cause of preventable maternal deaths in the perinatal period (Gimbel et al., 2024) and 

a major contributor to non-communicable disease burdens in women (Howard et al., 2014). By 

exploring the potential of AI conversational agents to enhance support and access to mental 

health care for women during the perinatal period, this study addresses the need for scalable, 

evidence-based interventions that can help reduce the prevalence of these conditions, thereby 

promoting mental health and well-being and contributing to the goal. 

SDG 5 (Gender Equality): Target 5.6 of this goal aims to ensure universal access to sexual and 

reproductive health and reproductive rights. Maternal mental health is an important aspect of 

reproductive health. Women experience unique mental health challenges compounded by social 

stigma and cultural barriers during the perinatal period, which hinders access to traditional 

therapeutic resources (Slomian et al., 2019). The anonymity and nonjudgmental ease of 

interacting with AI conversational agents create a safe space for perinatal women, thereby 

addressing these barriers and contributing to this goal. 

SDG 10 (Reduced Inequalities): Target 10.3 of this goal aims to ensure equal opportunity and 

reduce inequalities of outcomes. Access to mental health support and care remains unequal, 

particularly for those in marginalised communities and rural areas. AI-based conversational 

agents have the potential to address these disparities, as they offer a cost-effective and culturally 

adaptable digital mental health intervention for a diverse audience, thereby contributing to the 

promotion of equal opportunities and the reduction of inequalities. By exploring the role of AI-

based conversational agents as a digital mental health intervention for maternal mental health, 

this study makes a significant contribution to this goal.  

Following the identified study gap and the presented justification for this study, the main 

research question, sub-research questions and study objectives are provided in the following 

chapter. 
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2. Research Question and Objectives 

Based on the established background, the following main research question was developed for 

this study:  

How do Artificial Intelligence-based conversational agents support maternal mental health 

during the perinatal period, and what features and contextual factors influence their acceptance 

and engagement among perinatal women? 

 

Sub-Research Questions: 

1. What key features and functionalities of AI-based conversational agents have been 

adopted in maternal mental health? 

2. How does the interaction with AI-based conversational agents impact maternal mental 

health? 

3. What facilitators and barriers influence the acceptance and use of AI-based 

conversational agents among perinatal women? 

 

Specific Objectives: 

1. To outline and describe the primary features and functionalities of AI-based 

conversational agents that have been explored in maternal mental health. 

2. To explore the reported impact of the interaction with AI-based conversational agents 

on the mental health of perinatal women. 

3. To identify the facilitators and challenges to the acceptance and engagement with AI-

based conversational agents among perinatal women. 

 

2.1 Approach And Structure 

To synthesise current knowledge and present the accurate scope of available evidence on the 

use of AI-based conversational agents as digital mental health interventions to support maternal 

mental health, this study will utilise a scoping review approach. Because the application of AI 

in mental health is a rapidly emerging research area, and because scoping reviews offer a 

comprehensive overview of existing literature and the current state of knowledge in evolving 
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fields, a scoping review is the appropriate method for this study. Furthermore, scoping reviews 

have the potential to enhance healthcare practice, policy, and research (Colquhoun et al., 2014). 

Following the introductory chapter and research questions in chapters 1 and 2, respectively, a 

methodology section guided by the framework for scoping reviews proposed by (Arksey & 

O’Malley, 2005) is described in chapter 3. The Inclusion and exclusion criteria, search strategy, 

data extraction and synthesis are presented in detail. The results and findings of this study are 

presented in chapter 4. This is followed by a discussion of the study's results and findings, in 

accordance with the research aim, in chapter 5. It also includes implications for practice and 

recommendations for future research. Finally, the conclusion of this thesis work is presented in 

chapter 6.  
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3. Methodology 

3.1 Study Design 

This study is conducted using the methodological approach of a scoping review. A scoping 

review identifies all available evidence to assess and understand the extent and nature of 

research activity in a topic of interest. It is particularly useful in rapidly mapping evidence in 

developing areas while preserving rigorous search and study selection methods, and can 

therefore act as a precursor to full systematic reviews (Munn et al., 2018).  

The conduct of this scoping review is guided by the framework for scoping reviews proposed 

by (Arksey & O’Malley, 2005) and expanded on by (Levac et al., 2010), which includes the 

following: i) identifying the research question; ii) identifying relevant studies; iii) selecting 

relevant studies; iv) charting the data; and v) collating, summarising, and reporting results. In 

addition, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension 

for Scoping Reviews (PRISMA-ScR) (Tricco et al., 2018), is also used to guide the reporting. 

 

3.2 Eligibility Criteria 

The development of the specific inclusion criteria for a scoping review is guided and directed 

by the scoping review’s research question (The Joanna Briggs Institute, 2015). Thus, in line 

with the developed research question, the eligibility criteria for relevant studies were 

determined using the PICO (Population, Intervention, Comparison, Outcome) tool. Two 

additional constructs were added to the framework,  Publication and Study Design, which 

served as filters during the search process to obtain a more defined search result within the 

confines of the research aim. Table 1 summarises the inclusion and exclusion criteria based on 

this format.  Although the PCC framework (P - Population, C - Concept and C – Context) is 

widely used in scoping reviews, the PICO framework, developed by Richardson et al. (1995), 

was used in this study since it provides a more structured and precise approach to identifying 

and selecting relevant studies, with a defined population, intervention and outcome as opposed 

to the PCC, which is broader. Moreover, the Intervention and Outcomes fall within the 

“Concept” of the study’s aim. The study’s “Context” is focused on studies within the perinatal 

period. However, the setting was left “open” to accommodate a broader context and better 

understand the knowledge available within the global context. 
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women, women in preconception care and children as they have no connection to the research 

aim and questions and will therefore not be relevant to include. 

 

3.2.2 Intervention 

Studies are included if the intervention or concept of interest focuses on AI-based 

conversational agents and chatbots, and their applicability within the context of maternal mental 

health or perinatal mental health. It did not matter if it was a standalone conversational agent in 

a mobile or web-based form or if it was integrated into a mobile or web-based mental health 

application. The determining factor was the usage or interaction with the conversational agent 

or chatbot feature of the mobile application. Studies involving other digital interventions for 

mental health within the perinatal period without the use of  AI-based conversational agents or 

chatbots as part of their features were excluded from this review. Studies with machine learning 

models, AI screening tools for mental health or depression risk and cognitive behavioural apps 

without chatbot features are excluded. 

This study aimed to explore and map out currently available information; hence, there was no 

need to compare the usage of AI-based conversational agents with other AI and digital mental 

health interventions. The comparator section in the tool is, therefore, not relevant. 

 

3.2.3 Outcome 

Studies exploring the usage of a conversational agent or a mobile application with a chatbot 

feature and its outcome on any targeted maternal mental health-related issue were included. 

Studies addressing support for the study population and reporting any mental health-related 

impact or measures, whether via quantitative or qualitative reports, after participants’ usage or 

interaction with a conversational agent or chatbot feature, were included in this review. Studies 

that explored conversational agents or an application-based chatbot feature for supporting the 

study population within the perinatal period but reported no mental health-related impact, 

whether by quantitative or qualitative measures, were excluded.  
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3.2.4 Publication 

Due to the emerging nature of this research topic and in line with charting out the most current 

information, this study included only articles published between 2014 and 2024. The selection 

period was until 2024, as this is when the search for articles was conducted. Selection was 

limited to studies with titles, abstracts, and full-text in English and published in full-text 

journals. Unpublished studies, studies published but not within the indicated time frame, and 

studies not published in English were excluded. 

 

3.2.5 Study Design 

Since this review aimed to investigate current evidence on a relatively emerging topic area, 

minimal restrictions were made to the study designs used in the included articles. Inclusion 

criteria allowed for the inclusion of quantitative, qualitative, mixed-methods, case studies, pilot 

studies and clinical studies. This is also in line with the JBI scoping review recommendations 

(The Joanna Briggs Institute, 2015). Although scoping reviews allow for a broad inclusion of 

evidence sources and study designs, including secondary studies, and despite offering the most 

substantial degree of evidence, secondary studies (reviews and meta-analyses) were excluded 

from this review as this review sought to explore the real state of available evidence and not a 

secondary account of available information. 

Finally, there were no restrictions on the geographical location where the included studies were 

carried out or the classification by income level of the countries of publication, as the setting 

was based on available evidence within the global context. 

 

3.3 Information Sources 

The literature search was carried out between the 28th of October 2024 and the 6th of November 

2024, on the following databases:  

• MEDLINE (Medical Literature Analysis and Retrieval System Online) via PubMed  

• CINAHL (Cumulative Index to Nursing and Allied Health Literature) via Ebsco  

• ACM (Association for Computing Machinery) Digital Library  

• Cochrane Central Register of Controlled Trials  

• IEEE Xplore  
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• Scopus  

• ScienceDirect  

The listed databases are those important for health-related and medical articles. The ACM 

Digital Library and IEEE Xplore databases are computing, engineering and technology-related 

databases that were necessary to include in the systematic search due to the topic of research 

and research questions. 

A complementary search was also conducted on Google Scholar on the 7th of November 2024, 

using an adjusted search string to provide a wider selection of articles. Following the first and 

second stages of screening, a brief additional search was conducted on the ProQuest database 

to explore the possibility of grey literature as well as the reference lists of relevant review 

articles. 

 

3.4 Search Strategy 

Search terms were developed under word categories related to the research aim, which include 

‘maternal health’, ‘mental health’, ‘digital mental health intervention’ and ‘artificial 

intelligence’. Specific keywords, synonyms and related words for each category were then 

developed as search terms to be included in the search string. (See Appendix 1). The search 

strings were a combination of  MESH (Medical Subject Headings) terms and free-text words 

for each category, and the database searches were conducted using this format. However, the 

search on Google Scholar was conducted using an adjusted search string according to its 

peculiarity.  MESH terms were initially searched for on the MEDLINE database before being 

included as search terms. This also applied to the Cochrane Central database.  

The search terms were applied within the Title or Abstract search field for the databases using 

the ‘OR’ and ‘AND’ Boolean operators. Where necessary, the double quotation mark (“”) and 

truncation symbol (*) were also included in the search string to indicate a phrase and a wild 

card (substituting for 0 or more characters in a term), respectively. These were applied to the 

advanced search fields and adjusted according to the requirements and peculiarities of the 

different databases while still maintaining the relevant keywords. These peculiarities can be 

seen across the search histories of the databases used. Table 2 presents a summary of the search 

format used on PubMed, utilising search term categories related to the research aim. The full 

search history for all databases is provided in Appendix 2.  
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3.6 Data Extraction 

In line with the fourth step of the framework guide for the methodological process of this 

review, charting the data (i.e., extracting relevant data in accordance with the study objectives 

and research questions), two tables were created during the data charting process. The first table 

provides the study characteristics in detail, and the second table provides the technological 

characteristics of the chatbots and associated apps in the studies. The data extraction table with 

the study characteristics is presented in the results section (section 4.2), and the table of 

technological characteristics is provided in section 4.3.1. The following data were extracted 

from the selected studies:  

• Study author, year and country in which the study was carried out 

• Study participants, number of participants and demographic characteristics 

• Study design and Setting  

• Aim of the study  

• Targeted condition   

• Study intervention/Conversational Agent/Chatbot used  

• Type of Conversational Agent/ Key Features  

• Data collection method (Outcome measures)  

• Theoretical Framework/Basis for Intervention 

• Study duration/duration of interaction with conversational agent  

• Main findings 

• Technological characteristics of conversational agents, which include: Chatbot name, 

Key features, Response generation, Dialogue initiative, platform used and the modality 

of communication 

The researcher independently reviewed the extracted data, double-checked for discrepancies 

and ran a repeat extraction process to avoid missing key information. 

 

3.7 Quality and Risk of Bias Assessment  

In presenting a narrative account of existing literature, there is no attempt to present a view 

regarding the ‘weight’ of evidence in relation to particular interventions or policies because a 

scoping review does not seek to assess the quality of evidence and hence cannot determine if 

certain studies yield reliable or broadly applicable results (Arksey & O’Malley, 2005). 
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Moreover, a scoping review aims to present an overview of existing evidence through a 

preliminary assessment of the potential size and scope of available research literature, which 

usually includes studies with various study designs and therefore does not perform a formal 

quality assessment (Grant & Booth, 2009). Against this background, a critical appraisal of 

sources of evidence and risk of bias assessment across studies was not carried out in this review. 

 

3.8 Data Synthesis 

A narrative approach was used to synthesise the extracted data. An overview of the 

characteristics of the studies and participants was first presented, described and summarised in 

a table. Afterwards, results were synthesised in line with each of this review’s sub-research 

questions. The features and functionalities of the conversational agents in the included studies 

were described, the reported impact on maternal mental health highlighted, and facilitators and 

barriers to the acceptance and use of conversational agents among perinatal women presented. 

A thematic synthesis approach was used to identify these facilitators and barriers. This aligns 

with the expanded scoping review framework by Levac et al. (2010). The steps proposed by 

Braun & Clarke (2006) were used as a guide in understanding and carrying out the thematic 

process, as they present an acceptable systematic guide for conducting thematic analysis. The 

researcher carefully reviewed the studies, examining the results and findings across them. Key 

statements were extracted and coded. Based on the assigned codes, themes were generated. 

Generated themes were further categorised into two categories to address the study’s third sub-

research question. The fit of the generated themes was checked against the extracted data and 

assigned codes, and was scrutinised for accuracy by the researcher. Microsoft Excel was used 

to manage this extraction and synthesis process. 
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4. Results 

4.1 Study Selection 

After implementing the search strategy, the systematic database searches yielded 6,058 records.  

Based on relevance and title, 5,665 citations were excluded. Records retrieved after exclusion 

by relevance were 393. The retrieved records were saved to the reference manager, and 

duplicates (n = 53) were removed. 340 records were then included for abstract screening. 

Following the exclusion criteria, 267 records were excluded. Most excluded records were either 

not primary studies (n = 90) or involved the wrong intervention (n = 81). The other reasons for 

exclusion were as a result of either the study being a proposed intervention (n = 38), the record 

not falling under the correct publication category (n = 17), the study not being relevant to the 

research topic (n = 16), the study having the wrong population (n = 13) or the full text not being 

available (n = 12). After this screening stage, 73 studies were included for the full-text reading.   

After the first full-text reading, a quick search of the reference lists of relevant review articles 

was conducted, and two additional records were included, bringing the total number of articles 

screened by full text to 75. After this stage, 67 studies were excluded, and a second reading was 

done. Following a careful adherence to the inclusion criteria, two other studies were excluded. 

Six studies were finally included in the review. Most excluded studies at this stage applied 

digital interventions that did not include a conversational agent (n = 27) or did not report any 

mental health-related impact after participants’ interaction with a chatbot or chatbot features 

(n=9). Other reasons for exclusion are outlined in the diagrammatic summary of the selection 

process, as depicted in the flow diagram in chapter 3 (section 3.5). A table listing the excluded 

full-text articles and their corresponding reasons is provided in Appendix 3. 

 

 

 

 

 

 

 

 



23 

 

4.2 Characteristics of Included Studies 

This review includes six recent studies published in the English language between 2020 and 

2024. Figure 4 illustrates a steady upward trajectory in the number of studies published, with 

the highest number of studies published in 2024 (50%), reflecting recent increased research 

attention toward this topic area. The included studies comprised randomised controlled trials (n 

= 3), quasi-experimental (n = 1), a multiple-case study (n = 1) and a mixed-methods quantitative 

and qualitative analysis (n = 1).  

 

 

                   Figure 4: Study Periods of the Included Studies. Own Figure. 

 

The majority of the included studies were conducted in HICs (Suharwardy et.al., 2023; Nguyen 

et.al., 2024 - USA, Mancinelli et.al., 2024 - Italy and Chua et.al., 2024 - Singapore) and limited 

studies were carried out in LMICs (Green et.al., 2020 - Kenya). This geographic distribution of 

studies is illustrated in Figure 5. One of the studies adopted an online global setting because it 

collected and analysed data from worldwide users of the developed app. The study also reports 

that majority of the data from its app users came from North America and Europe (Inkster et.al., 

2023).  
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The included articles provided data on 298 participants. Participants were recruited from either 

clinical (n = 2), community (n = 1), online (n = 2) or educational settings (n = 1). Participants 

varied in terms of their status as pregnant, perinatal, postpartum, or new mothers, and ranged 

in age from 18 to 34. Although studies mainly reported the mean age of participants, one study 

(Nguyen et.al., 2024) specified a minimum age of 14 years for recruiting participants. The 

minimum gestational period for pregnant participants was 12 weeks, and the maximum was 30 

weeks. Post-partum participants were all no more than 6 months postpartum. In terms of the 

educational level and employment status of participants, three studies reported participants who 

were mainly educated to the level of a university degree or professional degree (Chua et.al., 

2024 [56.9%]; Nguyen et.al., 2024 [60%]; Mancinelli et.al., 2024 [100%])  and two studies 

reported participants who were mainly employed (Suharwardy et.al., 2023 [80.9%]; Chua et.al., 

2024 [87.9%]). In contrast, participants in one study were mainly unemployed (Green et.al., 

2020 [78%]). All details of complete study characteristics are presented in the data extraction 

table below (see Table 4). 
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4.3 Narrative Synthesis 

The synthesis of the results of the included studies is organised based on response to each of 

the scoping review’s sub-research questions. The following section presents the findings for 

each question. 

4.3.1 What key features and functionalities of AI-based conversational agents have been 

adopted in maternal mental health? 

Regarding this research question, a table of the technological characteristics of the 

conversational agents (chatbots) used in the included studies is used to extract the data and 

related information on functionalities and key features. (See Table 4). 

Functionalities 

The included studies utilised unique conversational agents (n = 6) as interventions for maternal 

mental health-related conditions and maternal health information. All chatbots had a name; the 

name adopted was either for the chatbot feature within an application or for the app itself. The 

names of the chatbots in the included studies were Zuri, Wysa, Woebot, Rosie, Juno and 

Parentbot. The platform on which chatbots are implemented can be either a stand-alone 

software, web-based, or multimodal. All chatbots in the included studies were mobile-based. 

The majority of the chatbots were implemented as a mobile software application (n = 4). The 

other chatbots were implemented via text messaging and Facebook (now Meta) (n = 1) and 

Telegram (n = 1). The response generation of a conversational agent, which is its method of 

processing inputs and generating responses, can either be rule-based or artificial intelligence-

based. Three studies utilised a rule-based chatbot (Nguyen et al., 2024; Mancinelli et al., 2024; 

Chua et al., 2024), while the other three studies adopted an artificial intelligence-based chatbot 

(Green et al., 2020; Inkster et al., 2023; Suharwardy et al., 2023). The dialogue initiative refers 

to who leads the conversation, and this can either be by the user, the chatbot or both. The chatbot 

initiated the dialogue in three studies (Mancinelli et.al., 2024, Suharwardy et.al., 2023 and 

Inkster et.al., 2023), the user in two studies (Nguyen et.al., 2024 and Chua et.al., 2024), and 

both the user and the chatbot did it in one study (Green et.al., 2020). The modality of 

communication by the chatbots in the studies was: text-based (n = 1), text-based and visual (n 

= 4) and via text, visual and speech (n = 1). Aside from having these basic functionalities, all 

the chatbots in the included studies each had specific key features related to their intervention 

purpose. These are described in the following paragraphs. 
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Specific Features 

In the study by Green et al. (2024), the chatbot Zuri was initially implemented via SMS and 

later also integrated with Facebook (now Meta). It sent out text notifications, performed 

automatic algorithm updates and automated sessions. It could recognise emotions, rate moods, 

engage active listening techniques such as restatement and reflection, and deliver modules on 

rapport-building (e.g., music, cooking, passions), as well as supportive interventions (e.g., 

mindfulness and relaxation). Its interaction with the user was unlimited, and it could detect user 

self-harm and send a crisis alert for in-person treatment. 

Next is the Wysa app in the study by Inkster et al. (2023). It had an in-built chatbot with 

emotional intelligence features, ability to recommend evidence-based self-help tools and 

techniques such as Cognitive Behavioural Therapy (CBT), Acceptance and Commitment 

Therapy (ACT), Dialectical Behaviour Therapy (DBT), motivational interviewing, give 

positive behaviour support and reinforcement, mindfulness, and suggest guided micro actions 

that encourage users to build emotional resilience skills. 

The intervention chatbot, Woebot, in the study by Suharwardy et al. (2023) was implemented 

via an application program that provided perinatal psychoeducational content and delivered 

psychotherapeutic techniques derived from Cognitive Behavioural Therapy (CBT) and 

Interpersonal Psychotherapy (IPT) for postpartum mood management. Users engaged in text-

based conversations with the chatbot, and daily check-ins were performed on the app. Woebot 

tracked the users’ moods and also displayed a mood graph of previously entered moods to aid 

mood management. 

The next chatbot, Rosie, featured in the study by Nguyen et al. (2024), is a question-and-answer 

chatbot that provides information related to maternal and child health. It sent out push 

notifications and daily health tips and provided users with a library of maternal and child health-

related video content. 

Following that is the chatbot Juno, used in the study by Mancinelli et al. (2024), where users 

engaged with the chatbot through text messaging via Telegram. It provided users access to 

images and videos of intervention content. The chatbot could also schedule intervention content 

for users and send out reminders. 

Lastly, the chatbot, Parentbot, in the study by Chua et al. (2024), was also a question-and-

answer chatbot that incorporated gamification features and included an educational centre 

providing multimedia educational resources, including text, audio files, and videos. 
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        Table 5: Overview of the Technological Characteristics of the Conversational Agents Across the Included Studies. Own Table.

Chua et.al., 2024, 

Singapore 

A Digital 

Healthcare 

Assistant - 

Parentbot 

-Education Centre containing multimedia 

educational resources (text, audio files, and 

videos) 

-Question & answer chatbot, Gamification 

features 

Mobile application Rule-based 

chatbot 

User Text, speech, 

and visual 
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not feel confident in their role as new mothers or were more stressed and anxious due to 

pregnancy, enrolled in the intervention and so showed more openness to use and engagement.  

In the study by Chua et al. (2024), participants mostly used the education centre within the app, 

and over 1000 questions were directed to the chatbot. Participants sought information on 

newborn care and challenges associated with it. This knowledge and information-seeking 

behaviour among the participants, which facilitated their engagement and use of the app, were 

identified as informational facilitators.  

Social and emotional needs were identified as facilitators in the studies by Inkster et al. (2023) 

and Green et al. (2020). They reported that participants appreciated their engagement with the 

chatbot and the app because they felt cared for, had a sense of connection with the chatbot, and 

also used the app to express their feelings, relax and manage their emotional states.  

Green et al (2020) reported that participants who were married and had a higher level of 

education engaged more with the chatbot. The study also reports that most women who enrolled 

and engaged with the chatbot were experiencing stress resulting from financial problems, such 

as a lack of a stable source of income. These were therefore classified as the socioeconomic 

facilitators that influenced their acceptance of the intervention and engagement with the 

chatbot. 

Digital benefits as facilitators were the dominant facilitators across the studies, as depicted in 

Figure 7. Acceptance and engagement were enhanced among participants due to the 24/7 

availability of the apps, the ease of use, the ability to receive immediate feedback, the pleasing 

and engaging design, and the convenience of having a quick mental checkup. These benefits 

were reported in the studies by Mancinelli et al. (2024), Nguyen et al. (2024), Suharwardy et 

al. (2023), and Green et al (2020). 
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Figure 7: Frequency Distribution of the Facilitators to Acceptance and Engagement with AI-based 

Conversational Agents Thematically Identified across the Included Studies. Own Figure. 

 

Barriers 

The four themes categorised as barriers include: Financial constraints, Technological 

challenges, Time constraints and Language barriers. 

 

 

 

Figure 8: Diagrammatic Representation of Barriers to Acceptance and Use of AI-based Conversational 

Agents Identified Across the Included Studies. Own Figure. 
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In the study by Green et al. (2020), time constraints, language and financial constraints were 

identified as barriers to engagement with the intervention and chatbot. Participants with full-

time employment outside the home and those distracted by caring for the new baby were less 

engaged in the intervention and chatbot. There was also less engagement via the Facebook 

integration due to financial constraints, as accessing the internet required higher internet 

connectivity costs. Intervention screening and conversations via the chatbot were only offered 

in English, which posed a barrier to acceptance by locals who were not very confident in the 

English language.  

The technological challenges identified as barriers were the dominant factor hindering 

acceptance and engagement with intervention-related apps and chatbots, as shown in Figure 9. 

There were reported challenges with registration and onboarding, app crashes, and one chatbot 

giving non-satisfactory responses. These challenges were reported in the studies by Mancinelli 

et al. (2024), Nguyen et al. (2024), and Green et al. (2020). 

 

 

Figure 9: Frequency Distribution of The Barriers to Acceptance and Engagement with AI-Based 

Conversational Agents Identified Across the Included Studies. Own Figure. 

 

Overall, the included studies each highlighted one factor that, through thematic synthesis, 

presented as recurring themes of either facilitators or barriers to the acceptance and engagement 

with conversational agents among perinatal women.  
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5. Discussion 

5.1 Summary of Key Findings 

This study aimed to present an opportunity for a more effective, scalable and real-time approach 

to address the global public health crisis of maternal mental health, with an emphasis on the 

perinatal period, by exploring the role of AI-based conversational agents in supporting maternal 

mental health. The main study approach to achieving this was by systematically synthesising 

the evidence available on AI-based conversational agents used in the maternal mental health 

context, specifically, by identifying the main features and specific functions of the kind of 

conversational agents that have been used, highlighting the impact of interactions with these 

agents on the mental health of perinatal women and exploring the unique factors that enhance 

or hinder their acceptance and continued use among this population.  

Key findings of this review indicate that AI-based conversational agents explored in the area of 

maternal mental health share standard basic functionalities that enable their operation and use. 

They also have specific technological features which are usually unique and based on their 

targeted condition, platform of operation, intended aim and design. Half of the conversational 

agents explored by the studies in this review adopted rule-based chatbots, which could be 

considered a basic or lower-level form of AI conversational agents because their method of 

generating responses operates using predefined rules and decision trees, and they do not make 

use of advanced natural language processing and do not give more human-like responses. 

Although most of the reviewed studies did not utilise advanced-level AI-based conversational 

agents, the reported impact of interactions with AI-based conversational agents on perinatal 

women indicates that these agents positively affect the mental health, emotional, and physical 

wellbeing of perinatal women during the perinatal period. Consistent engagement with these 

conversational agents or chatbots and features of their associated apps significantly improved 

maternal mental health within the perinatal period, particularly depression and depressive 

symptoms.  

The use of AI-based conversational agents as a mental health intervention is generally well 

accepted among perinatal women and perceived as a supportive tool for mental and emotional 

well-being. Although these agents were well received by perinatal women, certain external and 

intervention-related factors pose barriers to wider acceptance and continued use. At the same 

time, some factors, which could also be described as intrinsic or extrinsic, facilitate their 

acceptance and continued use. The following sections discuss the results of this study in detail. 
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5.1.1 Findings on Study Characteristics 

This study reviewed six studies of different designs that explored the feasibility, acceptability, 

and use of conversational agents among the perinatal population. The use of conversational 

agents for mental health is an emerging area of research, and the evolving nature of this research 

area is evident in the study periods and the number of studies included in this review. Moreover, 

for a more specific and sometimes marginalised group, perinatal women, it is understandable 

that the identified studies would be limited in number, especially considering the developing 

nature of this topic. Nevertheless, as demonstrated by the results of this study, 50% of the 

reviewed studies were published in 2024, reflecting an increasing focus on the perinatal 

population.  

Despite this increased interest, there was still a disparity in the number of studies conducted in 

HICs and LMICs. Only one study was published in a LMIC, Green et al. (2020). This 

corresponds to the findings of the review on conversational agents in healthcare by Car et al 

(2020), which reported scarce studies from middle-income countries and none from low-

income countries. If the actual impact of these agents on this population is to be established, 

further studies need to be conducted in LMICs to address this issue within the global context 

effectively. 

This also goes for the types of study designs that have been utilised and sample size of these 

studies; three of the included studies were RCTs, although given the number of studies in this 

review, this indicated a higher percentage, albeit in a general context, more studies in the clinical 

setting and studies with larger sample sizes are needed to have a more generalisable evidence 

base on the efficacy of these agents as digital interventions, as also suggested by Balan et al. 

(2024).  

Most of the reviewed studies addressed depression and depressive symptoms as their 

intervention target for the perinatal population. Even though it is already established that the 

most recurring expressions of maternal mental health-related problems are depression and 

anxiety, as highlighted in the introduction, maternal mental health problems are also expressed 

in other forms, which should be given attention in research to address the wider scope of 

maternal mental health problems effectively. 

Findings also showed that half of the studies adopted Cognitive Behavioural Therapy as the 

theoretical basis for their intervention. The efficacy of this framework is well established in 

therapeutic science; however, more studies need to apply other behavioural theories as a 
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conceptual framework for the development and application of digital mental health 

interventions, particularly in the use of conversational agents. As highlighted in Chapter 1.3.1, 

the SCT offers a sound conceptual basis for explaining the behavioural dynamics influencing 

interaction with digital mental health interventions. 

 

5.1.2 Discussion of Results 

The main research question guiding this review was “How do Artificial Intelligence-based 

conversational agents support maternal mental health during the perinatal period, and what 

features and contextual factors influence their acceptance and engagement among perinatal 

women?” To address this question, three further sub-questions were developed to guide this 

review in exploring the current scope of their use and application within the perinatal context, 

thereby highlighting their role. These questions were then used to report the study results. This 

section will now discuss the results based on the findings from these questions. 

 

Technological Features 

The findings of this study show that AI-based conversational agents that have been used for 

maternal mental health were developed with basic functionalities as conversational agents for 

other health fields and populations, as well as those reported in other reviews (Car et al., 2020; 

Balan et al., 2024; Abd-alrazaq et al., 2019). AI-based Conversational agents are implemented 

on platforms that make them easily accessible to their specific audience. These can either be 

web-based, mobile-based or multimodal applications. These chatbots can also be incorporated 

into third-party platforms, such as Facebook (Now Meta) and Telegram, as seen in the studies 

by Green et al. (2020) and Mancinelli et al. (2024). A behavioural chatbot, Tess, developed for 

adolescent patients with prediabetic symptoms, was similarly delivered via SMS text messaging 

and Facebook Messenger (Stephens et al., 2019).  This integration of chatbots via these third-

party platforms might seem counterproductive to the utilisation and interaction with these 

agents; on the contrary, this implementation across different platforms has been reported to 

increase engagement, particularly due to convenience and ease of not having to download 

multiple apps. This was attested to by the interview comments in one of the studies in this 

review (Mancinelli et al., 2024).  
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The modality of communication by the conversational agents in this study was mainly text-

based. Even though conversational agents can engage in speech-based communication, as seen 

in one of the studies in this review, this text-based mode of communication is generally 

predominant among conversational agents in healthcare, as also highlighted in the scoping 

review by Car et al. (2020). This aspect should be addressed in the future development of 

conversational agents, as there is evidence that the younger generation prefers interacting with 

conversational agents via speech (H. Nguyen, 2022), which could make the absence of this 

feature unappealing to younger perinatal women.  

The method by which an AI-based conversational agent processes inputs and generates 

responses typically shows how advanced it is. For the purpose of identifying artificial 

intelligence-based conversational agents for maternal mental health, this study classifies the 

available conversational agents in this topic area as AI-based. However, based on the response 

generation of the agents, half of the studies in this review adopted a rule-based conversational 

agent, which is a more basic form of AI-based conversational agent operating on predefined 

rules and without advanced natural language processing. These agents simulate human-like 

responses, but to a limited extent and mainly function as question-and-answer chatbots. On the 

other hand, the advanced form of AI-based conversational agents is powered by machine 

learning techniques and NLP. They go beyond predefined rules and have more human-like 

conversations.  

Some of the participants in the studies were not satisfied with the responses of the chatbots to 

their questions (Nguyen et al., 2024; Mancinelli et al., 2024). This could be attributed to the 

limited and predefined rule-based nature of the chatbots used in the specified studies. However, 

this dissatisfaction with the chatbot response is not exclusive to interactions with rule-based 

chatbots. A similar dissatisfaction was reported in an RCT of users with chronic diseases after 

interaction with an artificial intelligence-powered conversational agent, with users describing 

the responses as generic (MacNeill et al., 2024). Despite these dissatisfactions, and in line with 

the existing literature in this topic area, findings show that acceptance and appreciation of 

interaction with these agents among perinatal women generally outweigh the dissatisfaction. 

As part of their basic functionalities, each AI-based conversational agent in this study was 

uniquely identified and personalised by a name, which could also be the name of their host 

platform. This pattern is also seen across the literature on conversational agents and chatbots. 

Sometimes these names have a link to the persona of the chatbot and its intended use. As in one 
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of the reviewed studies, the app Parentbot-A Digital Healthcare Assistant, actually designed for 

parents, was named accordingly (Chua et al., 2024). Another chatbot, Dr. Joy, was similarly 

given its unique name and the persona of a female doctor, so that prenatal and postnatal users 

could perceive enjoyment when interacting with the chatbot and also have a feel of interacting 

with a professional (Chung et al., 2021).  

Regarding the dialogue initiative, which is about who leads the conversation, this could be the 

user or the chatbot. In the reviewed studies, it was observed that the chatbots mainly led the 

conversations. The conversational agents whose response generation was driven by advanced 

artificial intelligence all led the conversations, and only one of the rule-based chatbots in the 

reviewed studies initiated the dialogue. This is to be expected since advanced natural language 

processing enables these agents to function beyond the limitations of predefined rules 

governing rule-based chatbots. One piece of information not reported in the available literature 

is whether there is a difference in the mental health outcomes of the dialogue initiative led by 

the user versus the chatbot. This also could not be deduced in the present review, as the 

interaction with these agents, regardless of who led the dialogue initiative, resulted in positive 

mental health impacts. This could be an aspect of research for future studies on this topic. 

There were also features uniquely designed for each conversational agent or app, aside from 

the basic functional features general to all. These features are usually designed specifically for 

and related to the study intervention. Since the topic area is perinatal mental health, these 

features included maternal mental health-related content, maternal and child health information, 

wellbeing and care tips, mindfulness and behavioural support reinforcement, relaxation 

techniques, skill-building, emotional and mood management and other educational content. The 

emphasis and use of psychotherapeutic techniques were predominant across these features, and 

as most of the studies based their intervention framework around CBT, this would explain why.  

Another important technological aspect of these conversational agents, which also plays a vital 

role in their acceptability and user engagement, is their design and aesthetic. Users were very 

pleased with the platform's aesthetic. This appreciation facilitated engagement, as participants 

also described the ease of using the apps and interacting with the agents. They also highlighted 

the pleasing and engaging design (Mancinelli et al., 2024; Nguyen et al., 2024). All unique 

features and basic functionalities of these agents not only served as tools for intervention 

implementation but also appealed to the target population and influenced how they accepted 

the intervention and engaged with these agents. This also emphasises the importance of 
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prioritising the user interface and design of future models of  AI-based conversational agents, 

as this would drive their use and acceptance among perinatal women and thereby enhance their 

impact as digital mental health interventions. 

 

Maternal Mental Health Impact 

The findings on the mental health impact on perinatal women, after interaction with the 

conversational agents, were mainly very positive. Similar to reporting on depression scores in 

chatbot interventions for other populations (He et al., 2022; MacNeill et al., 2024), this study 

also reports significant reductions in depressive symptoms and changes in depression scores 

among perinatal participants after interactions with these conversational agents, post-

intervention. In contrast, a recent RCT on a chatbot for subclinical young adults showed no 

significant differences between the intervention and control groups post-intervention; however, 

there were also reductions in depressive symptoms (Karkosz et al., 2024).  

Apart from the dominance of the impact on depression, the reviewed studies also reported 

improvement on other mental health-related aspects such as mood ratings, stress symptoms and 

state anxiety. It is essential to point out that the study which reported a reduction in the state 

anxiety in mothers, (Chua et al., 2024) was initially designed to support parents (couples) and 

improve parenting outcomes during the perinatal period; however, subgroup analysis and 

results post-intervention were reported separately for mothers and fathers. Since this study 

focuses on perinatal women and mothers, it was only appropriate to report the findings for just 

the mothers.  

The impact of the interaction with AI-based conversational agents on mood, stress and anxiety 

is of huge importance because these three conditions have an interconnected relationship that 

negatively affects maternal mental health and leads to psychological distress for women, 

particularly during pregnancy. Because antenatal depression is usually characterised by 

prolonged low mood, and antenatal anxiety is comorbid with depression (Hodgkinson et al., 

2014; Staneva et al., 2015), introducing perinatal women early on in pregnancy to interaction 

with these agents will positively address these conditions simultaneously, and minimise the 

exacerbation of psychological distress on perinatal women globally. Interestingly, some of the 

participants in one of the reviewed studies also suggested in the qualitative feedback that the 

chatbot intervention be introduced during the early pregnancy period, the first trimester or the 

beginning of the second trimester (Mancinelli et al., 2024). 
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The interaction with these agents also allowed for a safe space for perinatal women to be open 

about mental health-related issues, without the feeling that they were being judged, thereby 

addressing the issue of the stigma associated with mental health. This also supports why the use 

of these agents will be beneficial to marginalised and underrepresented populations. 

The other wellbeing-related impacts reported among perinatal women, such as improved self-

care and self-love, better relationships and socialisation, emotional management and acquisition 

of skills, show that the impact of AI-based conversational agents extends beyond their 

intervention-targeted condition for the perinatal population. Just as the effects of maternal 

mental health-related problems affect not just the woman but also the family and can also have 

a future impact, the early use and application of these agents as intervention or support tools 

for the perinatal period help not just the woman but also the family and social relations. 

 

Facilitators and Barriers to Engagement 

In addition to the general acceptance and positive mental health impacts reported among 

perinatal participants across the reviewed studies, certain factors also emerged as prominent 

themes. Some of these factors were categorised as themes determining the acceptance of these 

agents and further interaction among the participants - Facilitators. While in contrast, the others 

were categorised as themes that presented limitations to engagement with these agents - 

Barriers. The themes that emerged as facilitators were: Psychological facilitators, Informational 

facilitators, Social and emotional needs, Socioeconomic facilitators and digital benefits. While 

financial constraints, Time constraints, Language barriers, and Technological challenges were 

identified as barriers to continued engagement. 

The theme of digital benefits, which included ease of use, 24/7 availability and user experience 

with the apps and agents, was the dominant facilitator across the reviewed studies. This could, 

however, be expected, as the primary benefit of using these agents is that they offer an easier 

and faster approach to addressing mental health-related problems compared to traditional and 

in-person approaches. In addition to the emphasis on these digital benefits as drivers to 

engagement and use of these agents, which is also prominent in studies (Gaffney et al., 2019; 

Car et al., 2020; Chung et al., 2021), this study presents other intrinsic factors as facilitators. 

They are described as intrinsic drivers for engagement because they stemmed from the internal, 

immediate needs and struggles of the participants at that time, such as their self-image, their 
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sense of capability in caring for their babies, the emotions they were experiencing, and the need 

for connection and care.  

The knowledge of these psychological facilitators can be utilised in driving awareness for 

engagement with these agents among perinatal women in subsequent interventions. The 

perinatal period for women and the physical and emotional changes associated with it can have 

a huge impact on the self-image and self-esteem of women, thereby further resulting in mental 

health conditions. Just as the study by Kamita et al. (2019) found significant improvements in 

the self-esteem of participants after interaction with a mental health course via a chatbot system, 

it is essential to capitalise on this knowledge when promoting conversational agents as digital 

mental health support for the perinatal population.  

The other facilitators, socioeconomic and informational facilitators, which could be described 

as extrinsic factors, result from external situations that influence the participants, rather than 

the internal happenings within them. The need to know more about newborn care and other 

facts about the challenges associated with the perinatal period necessitated engagement with 

the conversational agents and an outpouring of questions to the chatbots. This is expected, 

particularly for first-time mothers, as the experience is new to them and would likely drive their 

information-seeking behaviour. Online health information-seeking behaviour has also been 

linked to decreased anxiety levels among pregnant women (Coglianese et al., 2020). Thus, 

improving this feature among the AI-based conversational agents and emphasising this benefit 

to perinatal women will facilitate future engagement with these agents and, in turn, provide 

more support for maternal mental health during the perinatal period. 

The socioeconomic facilitators that drove acceptance and engagement with these agents were 

related to finance, level of education and, surprisingly, marital status. Some participants faced 

challenges with a stable source of income, which led to stress and facilitated their enrolment in 

the intervention programme and acceptance of engagement with the conversational agents. 

Although this challenge with finance would usually connote a negative factor, but in a positive 

spin in this context, it actually drove acceptance and engagement in the intervention and with 

the conversational agent. One of the studies, Green et al. (2020), reported higher levels of 

engagement among married participants and those with a higher level of education. It is not 

surprising that those with a higher level of education would engage more with these agents. As 

this is related to literacy levels, some aspects of the intervention or the platform may be 

confusing to individuals with lower literacy levels, resulting in lower engagement in the 
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intervention and with the agents. However, the higher level of engagement among married 

participants is worth highlighting. Although the reason for this was not stated, it can be inferred 

that the presence of a close support system, such as a partner, would lead to increased 

accountability and motivation to continue engaging in the intervention and subsequently with 

the conversational agent. This again reinforces the importance of social support for the perinatal 

population, and in this case, it is particularly relevant when promoting digital interventions in 

order to facilitate better engagement. 

The factors identified as barriers to engagement among the participants were not uncommon, 

particularly the dominant barriers, which were related to technological challenges. As is often 

the case with technology, despite the significant benefits, there are usually some glitches or 

malfunctions in the process, especially with new products and innovations. Participants 

reported non-satisfactory responses from the chatbots, crashes on the app and challenges with 

onboarding. Similar challenges, such as chatbot responses, processing speed, and repetitive 

content, have also been reported in other studies (Ly et al., 2017; Ali et al., 2020). Addressing 

these prominent barriers will determine how effective and widely accepted these agents will 

continue to be as an intervention. If the acceptance rate and use among the perinatal population 

on a global scale are to be successful, then app developers must prioritise improving responses 

from these agents by utilising advanced NLP techniques for better responses and conducting 

more thorough app testing to prevent crashes. 

Some participants were less engaged in the intervention and with the agents because they were 

distracted by caring for their newborn or by their full-time employment. One of the catch points 

for the use of these agents as a digital intervention is their availability and ease of use at any 

point in time, and anywhere, so these aforementioned factors being a barrier to engagement 

would beg the question on how engaging the content of the intervention and other features of 

the specific app are, because content that greatly improves newborn care will drive further 

engagement with these agents among perinatal women. 

The issue of language can be expected to be a barrier, particularly in local settings, as most apps 

and digital tools are developed with the most common global language, English. Nevertheless, 

if the mental health of perinatal women in more local settings, marginalised communities and 

low-income settings is to be genuinely considered, then including additional and local 

languages in the features of these conversational agents should be prioritised. 
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5.2 Implications for Practice 

Although this topic area is a growing field of research, findings from this review have shown 

the benefits of artificial intelligence-based conversational agents, including their design and 

features, as well as associated apps, on maternal mental health through their mitigating effects 

and supportive role during the perinatal period. These findings, therefore, suggest practical 

implications for maternal mental health support and other stakeholders.  

First, in terms of access to care and better mental health support for perinatal women, the 

interaction with AI-based conversational agents and use of their associated platforms and 

features, can potentially enhance accessibility to personalised care for perinatal women, and 

allow for early detection of serious mental health challenges, which can be referred to 

professional mental services, as reported in some of the studies in this review. This is important, 

particularly for women facing barriers to traditional in-person services, such as those in low-

income settings, those in communities with workforce shortages, and those still limited by the 

existing stigma around mental health issues. Thus, it is pertinent to maternal mental health to 

prioritise digital awareness of these agents for the perinatal population, make them available, 

and integrate them into professional mental health services. Additionally, the knowledge of the 

barriers to acceptance and engagement with these agents allows for these barriers to be 

addressed earlier, so they do not hinder engagement and use among perinatal women and thus 

the goal of mental health support. 

Secondly, for developers of digital mental health tools and product owners in digital health 

industries, a more user-centred and context-aware design approach is essential in developing 

AI-based conversational agents for maternal mental health. They need to engage with perinatal 

users at different stages of the perinatal period to prioritise features needed at each stage and 

also accommodate a more diverse perinatal population. Knowledge should also be drawn from 

the facilitators and barriers to acceptance and continued engagement with these agents, so that 

features addressing them can be implemented early on. 

Third, mental health professionals in perinatal clinical and community-based practice, as well 

as obstetricians and gynaecologists, need to be more digitally literate. Even though the 

utilisation of AI-based conversational agents and digital mental health tools cannot substitute 

for professional care, their awareness of these intervention agents and how they provide a buffer 

to mental health-related problems in perinatal women can enable them to utilise these agents to 

support patient and client care. Furthermore, encouraging collaboration between mental health 
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practitioners, software developers, and AI engineers is critical to bridging the gap between 

clinical insight and technological innovation. 

Training programs for mental health professionals should include training on the utilisation of 

digital mental health products, including the use of AI-based conversational agents, so that they 

are better equipped with the knowledge and skills to reach perinatal women beyond traditional 

care practices.  

Lastly, at the policy level, policymakers involved in digital health, mental health regulation, 

and maternal health need to collaborate in developing frameworks and regulations that address 

digital content and privacy in the use of these agents as interventions, as there are still gaps in 

existing literature regarding this. 

 

5.3 Strengths and Limitations 

This scoping review provides a comprehensive and detailed examination of a growing research 

area pertinent to the perinatal population. The scoping review framework, JBI 

recommendations and PRISMA-ScR checklist (Arksey & O’Malley, 2005; The Joanna Briggs 

Institute, 2015; Tricco et al., 2018), which guided the research process, enabled a rigorous and 

transparent mapping and synthesis of the available evidence on this interdisciplinary topic. The 

detailed inclusion and exclusion criteria enabled a defined search result that focused on the 

research aim. The inclusion of studies with different study designs and searches on databases 

related to computer science also allowed for a broader inclusion of articles within the topic area. 

Unlike other reviews on AI in mental health or for specific populations that emphasise usability 

and acceptability, this review presents a detailed description of the design features of AI-based 

conversational agents, their interaction impact and the factors influencing and impeding their 

acceptability and use among the perinatal population. This review also highlights that most AI-

based conversational agents used as interventions for this population are of a lower level, that 

is, without the application of advanced NLP techniques, emphasising the need to prioritise this 

in future research and software development.  

This study also demonstrated that, in addition to the positive mental health impact of AI-based 

conversational agents on perinatal women, their effects extended to their social relationships, 

self-esteem, skill development, and informational empowerment. Another key aspect was the 

identification of the facilitators and barriers to engagement. This study thematically identified 
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factors that could have been perceived as negative but were actually facilitators to engagement, 

and other intervention-related factors were identified as barriers to engagement with these 

agents. This therefore sheds light on what researchers and developers should consider in future 

research, development and promotion of these agents as mental health interventions. 

Despite the highlighted strengths, this review, however, also had some limitations. The limited 

number of studies reviewed and the small sample size across the studies restrict the ability to 

generalise the findings of the study to a broader population. Also, due to the heterogeneity of 

the studies and the limited number of RCTs, the actual effectiveness of these agents as 

interventions cannot be determined. Because scoping reviews allow for the non-assessment of 

risk of bias and appraisal of the sources, the quality of the evidence sources in this review can 

not be ascertained.  

Another limitation was in the filters applied during the search strategy. This restriction to studies 

published in the English language may have excluded studies that could have contributed to the 

findings in this review.   

 

5.4 Recommendations for Future Research 

Drawing from the limitations already mentioned and gaps in current literature, future studies 

should prioritise ascertaining the actual effectiveness of these agents on maternal mental health 

by carrying out studies with stronger methodological designs and more RCTs, utilising a 

broader and more diverse sample size of perinatal women. As most of the reviewed studies were 

carried out in HICs, more attention should be given to LMICs, LICs and marginalised societies.  

Studies should also move from pilot and acceptability testing and focus on long-term impacts 

of the application and usage of these agents on maternal mental health, particularly showing the 

differences in effectiveness at the different stages and experiences of the perinatal period.  

Another identified gap is that most studies focus on perinatal or postpartum depression and 

sometimes include anxiety, stress and mood. Attention should be given to other expressions of 

mental health-related problems among perinatal women, like self-harm, suicidal ideation, sleep 

disturbances, eating disorders and substance use during the perinatal period. 

Furthermore, the engagement periods with these agents reported in studies are usually short-

term. Studies should be carried out to investigate the longer-term use and engagement with 

these agents, not just engagement at specific periods of the perinatal period, such as during 
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pregnancy or postpartum, but from the first trimester to the late postpartum period. Changes in 

engagement levels, as well as the specific design features and contextual factors that influence 

them, should also be investigated. 

Lastly, mental health practitioners and clinicians should also be involved in the research 

process, as their feedback and input on their clients’ and patients’ engagement with these agents, 

as well as the impacts, will be valuable. 
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6. Conclusion 

Maternal mental health-related issues still remain a public health crisis that needs innovative 

approaches to address. Advancements in technology have drawn attention to digital health 

interventions and tools in the mental health space, with recent interest in the use of artificial 

intelligence-based conversational agents. This thesis, therefore, aimed to highlight the role these 

agents play in supporting the mental health of women during the perinatal period.  

AI-based conversational agents used within the maternal mental health context, along with the 

design features in their associated platforms, serve as a scalable digital intervention tool to 

support maternal mental health during the perinatal period. The ease of use, their 24/7 

availability, the provision of real-time maternal and child care-related information, the prompt 

responses to questions, emotional management, and the sense of care and connection to these 

agents reported by perinatal users have positive impacts on maternal mental health, particularly 

on depression and depressive symptoms. However, the actual effectiveness of their impact is 

uncertain, as this gap still exists in the available literature, and future research needs to prioritise 

addressing this gap to inform evidence-based practices, clinical decisions, and policymaking.  

The knowledge of digital benefits as a dominant facilitator and technological challenges as a 

dominant barrier to use and engagement with these agents among perinatal women offers 

valuable insights for the future application of these agents as interventions, as well as for their 

design and the inclusion of specific features. Hence, future research and app development 

within the maternal mental health context should prioritise applying this knowledge as well as 

developing and utilising AI-based conversational agents that employ advanced-level NLP 

techniques to enhance intervention content and facilitate better engagement among the perinatal 

population. 

AI-based conversational agents play a crucial role in maternal mental health support. They offer 

a valuable intervention approach to addressing some existing limitations to care services in 

health systems, by supporting perinatal women in real-time and generally improving maternal 

well-being. The findings from this review contribute to this growing field of research and lay 

the groundwork for future studies.  
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find any of my search 

terms/ apply equivalent 

subjects/ apply related 
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fields 
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